Guest Editorial:
Special Issue on Machine Learning Methods in Signal Processing

Much of modern statistical and adaptive signal processing relies on learning algorithms of one form or another. While some of the rich literature on machine learning has penetrated the signal processing community in great depth, a variety of new techniques, which offer tremendous potential for signal processing applications, have not enjoyed similar broad acceptance in the signal processing community. Raising awareness and surveying the state of art of machine learning for signal processing applications and theory is both timely and important. This special issue is directed to both signal processing and machine learning researchers, based on our belief that great synergies can be realized by further stimulating the cross-fertilization that has been ongoing between these strong research communities.

The scope of this Special Issue of the IEEE TRANSACTIONS ON SIGNAL PROCESSING covers applications of machine learning methods in signal processing, where the “learning” aspects of the problem are of particular interest. While Bayesian learning has had a rich tradition in the signal processing community, a number of related methods have emerged in the learning literature, enabling the development of a variety of robust algorithms for a wide range of applications. Two papers in this special issue leverage such ideas for dealing with scarcity and uncertainty. Methods from sequential learning and universal data compression have also had a renewed impact on the signal processing literature, and two papers in this issue employ related approaches to obtain bounds on min-max regret. There have been a number of advances dealing with high-dimensional data sets as well as learning both global and local structure from such data. Two papers in this issue use hierarchical pattern learning and clustering methods, and three additional papers study the use of graphical models, manifold learning, and iterative algorithms for such problems. Such structure is studied in three additional papers in this special issue based on kernel learning and support vector machines. Finally, there are two papers on nonparametric and correlation-based methods for statistical learning and two papers centered on applications to speech and image processing.

The guest editors wish to thank Kevin Uherek for his help. We hope you enjoy this special issue.
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