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Abstract

We use the factor graph framework to describe the statistical relationships that arise in the equalization of data transmitted over an intersymbol interference channel, and use it to develop several new algorithms for linear and decision feedback approaches. Specifically, we examine both unconstrained and constrained linear equalization and decision feedback equalization of a sequence of nonidentically distributed symbols that is transmitted over a linear, possibly time-varying, finite-length channel and then corrupted by additive white noise. Factor graphs are used to derive algorithms for each of these equalization tasks, including fast implementations. One important application of these algorithms is linear turbo equalization, which requires a linear equalizer that can process observations of nonidentically distributed transmitted symbols. We show how the output of these factor graph-based algorithms can be used in an efficient implementation of a linear turbo equalizer.
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I. INTRODUCTION

We examine the use of factor graphs to develop fast equalization algorithms for data with a priori information that have been transmitted over a known linear, possibly time-varying, finite-length channel and then corrupted by additive white noise. As in turbo equalization, we consider the equalization problem given both the received channel output as well as a set of priors over the transmitted symbols (soft information). The estimation of a transmitted sequence from the output of such a channel is a fundamental problem in communications [1], and there is much research into algorithms that not only perform well in
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some sense, but that are also computationally efficient. While the maximum \textit{a posteriori} (MAP) estimate can be computed and is optimal in the sense of minimizing the probability of bit error, the computational complexity of forming this estimate can be restrictive even when using an efficient implementation such as the BCJR algorithm [2]. Hence, approximations to the MAP estimate have been developed to reduce the computational burden [3]. Alternatively, criteria other than probability of bit error can be employed, such as minimum mean squared error (MMSE). Unfortunately, optimizing the MMSE between the transmitted sequence and the estimated sequence can still be computationally complex. However, by restricting the estimates to be linear functions of the received data, the solution simplifies significantly [1]. It is this problem of efficiently finding the linear minimum mean squared error (LMMSE) estimate of the transmitted sequence that we address, and to this end, we employ the factor graph framework.

Factor graphs are a relatively new modeling framework that have proven useful in a wide variety of applications [4]. By depicting the factorization of a global function of several variables as the product of several functions, each of a subset of the original set of variables, factor graphs can provide the foundation for a divide-and-conquer strategy to the problem at hand. The sum-product algorithm is one algorithm that exploits the structure depicted in a factor graph to yield low complexity algorithms. The sum-product algorithm operates on a factor graph to yield either exact or approximate marginal functions, depending on whether or not the graph is a tree [4]. This algorithm has successfully been applied to a host of problems spanning many areas including error correction decoding [5], Kalman filtering [6], image segmentation [7], phase unwrapping [8], and network tomography [9], and will be the basis for the algorithms presented here. Consequently, we provide a brief overview of factor graphs in Section II.

In Sections III-V, we develop three LMMSE optimal equalization algorithms. The first is an unconstrained equalizer, i.e., estimates of the transmitted data are formed that are linear functions of the entire received sequence. The second algorithm is a constrained complexity linear equalizer, in which only a particular subset of observations are considered when estimating a given symbol. Finally, we develop a decision feedback equalizer (DFE) which makes hard decisions based on constrained LMMSE estimates that were formed assuming prior decisions were correct.
In each case, we detail fast implementations of the algorithms and describe the number of computations they require. As for the performance of each algorithm, we note that because the factor graphs that we employ are trees, the sum-product algorithm is guaranteed to converge in a finite number of steps and will recover exactly the estimates of the well-known unconstrained and constrained LMMSE equalizers and the DFE. So, we simply refer the reader to [1] for details on the performance of the algorithms.

The theoretical significance of deriving these equalizers within the factor graph framework is twofold. First, the range of problems to which factor graphs can be applied is extended, further indicating the broad applicability of this framework. Second, the method by which the algorithms are derived provides an interpretation of LMMSE estimation as MAP estimation based on an approximate model. This not only provides additional insight into LMMSE equalization, but also demonstrates a relationship between the algorithms presented here that might not be apparent when viewed outside of the factor graph framework.

The algorithms are also of practical use given the fundamental importance of equalization in the area of communications. That these equalizers can be employed in situations where the communication channel is time-varying or the priors are nonidentical demonstrates their broad applicability. For example, in turbo equalization, it is necessary to consider nonidentical priors, even when the channel is time-invariant [10]. Consider a coded binary sequence that is transmitted over an intersymbol interference channel. In turbo equalization, an equalizer and a decoder exchange information in the form of log-likelihood ratios (LLRs) of each bit. The LLRs generated by the decoder are treated as \textit{a priori} information by the equalizer, resulting, in general, in time-varying priors [10]. Hence, the fast algorithms presented here are ideally suited for this problem when a linear equalizer is desired. In Section VI, we show how the equalizer algorithms can be used in turbo equalization, addressing some issues that arise in efficiently converting the symbol estimates into LLRs.

It should be noted that a fast constrained equalizer and a fast DFE for turbo equalization are considered in [10] and [11]. However, while we do address turbo equalization, our primary goal is to demonstrate how the factor graph framework can be used to derive fast numerically stable algorithms for general equalization. The factor graph framework is not considered in [10] or [11], but instead fast algorithms
are developed based on an algebraic approach specifically in the context of turbo equalization. Also, the unconstrained case was not considered, and the DFE that we describe in Section V-A is more general than the DFE considered in [10] and [11] in that decisions can be made in any order and any chosen set of decisions can be incorporated into the estimate of a particular bit.

A. Problem Setup

Throughout this paper, we consider the following discrete-time equivalent baseband model of the communication channel. The transmitted sequence $x_n, 1 \leq n \leq L$, where $L$ is the arbitrary but known data sequence length, consists of independent bits drawn from a discrete alphabet $\mathcal{B}$ according to a priori probability density functions $f_n(x_n)$. We describe the time-varying intersymbol interference of the channel by the sequence of channel response vectors $h_n, 1 \leq n \leq L + N - 1$, where $N$ is the arbitrary but known channel length, $h_n \in \mathbb{R}^n$ if $n < N$, $h_n \in \mathbb{R}^N$ if $N \leq n \leq L$, and $h_n \in \mathbb{R}^{L+N-n}$ if $n > L$. Denote $x_n = [x_1 \ x_2 \ldots x_n]^T$ if $1 \leq n < N$, $x_n = [x_{n-N+1} \ x_{n-N+2} \ldots x_n]^T$ if $N \leq n \leq L$, and $x_n = [x_{n-N+1} \ x_{n-N+2} \ldots x_L]^T$ if $n > L$. Next, let $w_n, 1 \leq n \leq L + N - 1$, be a zero-mean additive white noise sequence of variance $\sigma_n^2$. The received sequence $y_n, 1 \leq n \leq L + N - 1$, is then given by $y_n = h_n^T x_n + w_n$. Finally, in the case of the constrained equalizer and the DFE, we denote the arbitrary but predetermined equalizer filter length by $M$.

Note that we set the form of the received sequence at the boundaries so as to be able to provide complete descriptions of the algorithms presented, but modifications to the algorithms can be made for other observation models. For example, though we consider observations extending past the end of the transmitted data sequence, which will reduce the mean squared error of our algorithms in the absence of model inaccuracy, the algorithms can be modified to only consider observations up to time $L$. Also, throughout this paper, we typically address the region of the data not affected by the boundaries of the transmitted sequence, denoting such an arbitrary time instant by $n$. This is especially the case when the modifications for the boundaries are straightforward. However, the implementations of the algorithms that we provide do appropriately take into account these boundaries.
II. BACKGROUND

A. Factor Graphs and the Sum-Product Algorithm

The following introduction to factor graphs and the sum-product algorithm is based largely on the material and notation of [4], to which we refer the reader for a more in-depth review.

Let \(X = \{x_1, x_2, \ldots, x_L\}\) be a set of variables and let \(f(X)\) be a function of the variables in \(X\). Suppose there exist functions \(g_k(X_k), 1 \leq k \leq K\), where \(X_k \subset X\), such that

\[
f(X) = \prod_{k=1}^{K} g_k(X_k). \tag{1}\]

A factor graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\) is an undirected bipartite graph that depicts the factorization of (1), where \(\mathcal{V} = X \cup \{g_1, g_2, \ldots, g_N\}\) and \(\mathcal{E} = \{(g_k, x_l) : x_l \in X_K\}\). (Note that the distinction between a vertex and the corresponding variable or function is usually ignored as the meaning should be clear from context.) Often in a graphical depiction, variable nodes, vertices corresponding to variables, are drawn as open circles while function nodes, vertices corresponding to functions, are drawn as filled circles.

The sum-product algorithm operates on a factor graph, producing either exact or approximate marginal functions depending on whether or not the graph is a tree. This algorithm is often described as a message passing scheme in which messages are sent along the edges of the factor graph. These messages are functions of the variable node incident on a particular edge. The message update rules for functions with discrete domains follow.

To be precise, given a variable or function, we denote the corresponding node by placing a dot over the variable or function so as to explicitly distinguish between the two. For example, the node corresponding to variable \(x\) will be denoted \(\_x\). Let \(m_{\hat{a} \rightarrow \hat{b}}\) denote the message passed from node \(\hat{a}\) to node \(\hat{b}\), and let \(\mathcal{N}(\hat{n})\) denote the set of nodes adjacent to node \(\hat{n}\). Then a message being sent along an edge from a variable node \(\_x\) to a function node \(\_g\) takes the form

\[
m_{\_x \rightarrow \_g}(x) = \prod_{\hat{n} \in \mathcal{N}(\_x) \setminus \{g\}} m_{\_\hat{n} \rightarrow \_x}(x), \tag{2}\]

and a message being sent along an edge from a function node \(\_g\) to a variable node \(\_x_k\) takes the form

\[
m_{\_g \rightarrow \_x_k}(x_k) = \sum_{\sim \{x_k\}} \left( g(X) \prod_{\hat{x}_l \in \mathcal{N}(\_g) \setminus \{\_x_k\}} m_{\_\hat{x}_l \rightarrow \_g}(x_l) \right), \tag{3}\]
where $X$ is the set of arguments of the function $g$, and $\sum_{x_k \sim \{x_k\}}$ indicates the summation over all configurations of variables in $X \setminus \{x_k\}$ as a function of $x_k$ [4]. To handle factor graphs that model functions defined on a continuous domain, the above update equations must be modified to reflect that some sets of variables need to be integrated rather than summed.

After initializing all messages to the unity function, the sum-product algorithm proceeds by forming messages as above. (In practice, each message usually needs to be computed only to within a positive multiplicative constant, since the effect of the constant can often be easily compensated for in the output of the algorithm.) If the factor graph is a tree, as are all the factor graphs in this paper, the messages will cease to change after a finite number of iterations, signaling the termination of the algorithm. There is freedom in choosing the order in which messages are generated, but in the case of a tree, propagating messages starting from leaf nodes yields the most efficient schedule. The output marginal function for a particular variable is obtained as the product of incoming messages to that variable node.

In this paper, we will be interested in the case where all function nodes correspond to functions that are Gaussian, i.e., quadratic exponential functions, or degenerate forms of Gaussians, e.g., the Dirac delta function and constant functions. For conciseness, we introduce the function

$$
\gamma(x, \mu, W) = \exp \left\{ -\frac{1}{2} (x - \mu)^T W (x - \mu) \right\},
$$

(4)

where $x$ and $\mu$ are vectors of some length $m$ and $W$ is an $m \times m$ matrix. Note that when $W$ is positive definite, $\gamma$ is a scaled Gaussian distribution with mean vector $\mu$ and covariance matrix $W^{-1}$. Also note that a constant function is a degenerate form of (4) in which $W$ is taken to be a zero matrix.

As discussed in [6], when a factor graph represents a Gaussian distribution or a degenerate form, all messages will also be (possibly degenerate) Gaussians. This is in part because the product of two functions of the form in (4) maintains the same form, as does the marginalization of such a function over some set of variables. In particular, we have

$$
\gamma(x, \mu_1, W_1) \gamma(x, \mu_2, W_2) \propto \gamma(x, (W_1 + W_2)^\dagger (W_1 \mu_1 + W_2 \mu_2), W_1 + W_2),
$$

(5)
and

\[ \int_{-\infty}^{\infty} \gamma \left( \begin{bmatrix} x \\ y \end{bmatrix}, \begin{bmatrix} \mu_x \\ \mu_y \end{bmatrix}, \begin{bmatrix} W_x & W_{xy} \\ W_{yx} & W_y \end{bmatrix} \right) dx \propto \gamma(y, \mu_y, W_y - W_{yx} W_x^d W_{xy}), \quad (6) \]

where \( W^d \) is the pseudoinverse of \( W \) [6]. (Throughout this paper, the term pseudoinverse refers to the Moore-Penrose pseudoinverse.) We also make use of the following:

\[ \frac{\gamma(x, \mu_x, W_x) \gamma(y, h^T x, W_y)}{\gamma(x, \mu, W)} \propto \gamma(x, \mu, W), \quad (7) \]

where \( W = W_x + h W_y h^T \), \( \mu = W^d (W_x \mu_x + W_y y h) \), and \( y \) is a constant parameter.

B. Matrix Inversion

We make frequent use of two matrix inversion formulas. Let \( W \) be an invertible matrix that can be written as \( W = A + BCD \) with \( A \) and \( C \) invertible. Then the well-known matrix inversion lemma [12] gives \( W^{-1} = A^{-1} - A^{-1} B (C^{-1} + DA^{-1} B)^{-1} DA^{-1} \). We also make use of the block matrix inversion formula. Let

\[
W = \begin{bmatrix} A & B \\ C & D \end{bmatrix}, \quad \text{and} \quad W^{-1} = \begin{bmatrix} E & F \\ G & H \end{bmatrix},
\]

where we assume that \( W \) is invertible. Then, \( E = (A - BD^{-1} C)^{-1} \), \( F = -A^{-1} B (D - CA^{-1} B)^{-1} \), \( G = -(D - CA^{-1} B)^{-1} CA^{-1} \), and \( H = (D - CA^{-1} B)^{-1} \), provided the required inverses exist [12].

III. UNCONSTRAINED LINEAR EQUALIZATION

In this section, we present unconstrained linear equalization algorithms based on the factor graph framework. Given the observed sequence \( y = \{y_1, y_2, \ldots, y_{L+N-1}\} \), we wish to find the LMMSE estimate of the transmitted sequence \( x = \{x_1, x_2, \ldots, x_L\} \) based on the observation model outlined in Section I-A. In the standard interpretation of an LMMSE equalizer, this amounts to determining the set of functions \( g_n : \mathbb{R}^{L+N-1} \rightarrow \mathbb{R} \) that minimize \( E\{[x_n - g_n(y)]^2\} \) for each \( n \), where, for complexity reduction, \( g_n \) is constrained to be an affine function of the data (\( E\{\cdot\} \) denotes expectation.)

We take a different view of linear equalization as follows. The observation model implies the following factorization of the \textit{a posteriori} distribution of the transmitted sequence \( x \) given the received sequence \( y \):

\[
f(x|y) = \frac{1}{Z} \prod_{n=1}^{L+N-1} f(y_n|x_n) \prod_{m=1}^L f_m(x_m),
\]
where \( Z \) is a normalization constant depending only on \( y \), \( f(y_n|x_n) \) is the conditional distribution of \( y_n \) given \( x_n \), and \( f_m(x_m) \) is the \textit{a priori} distribution of \( x_m \). The factor graph that is induced by this factorization is a tree, so the sum-product algorithm could be used to obtain exact marginal distributions from which the MAP estimate of \( x \) could be obtained. However, the computational complexity of this direct application of the sum-product algorithm would be exponential in \( N \).

To obtain reduced complexity algorithms, we consider instead factor graphs that model an approximate form of the \textit{a posteriori} distribution. For example, we derive the unconstrained linear equalizer by considering the distribution to be of the form

\[
\hat{f}(x|y) = \frac{1}{Z'} \left[ \prod_{n=1}^{L+N-1} \hat{f}(y_n|x_n) \right] \left[ \prod_{m=1}^{L} \hat{f}_m(x_m) \right],
\]

(8)

where \( Z' \) is a normalization constant depending only on \( y \), \( \hat{f}(y_n|x_n) \) is a conditional Gaussian distribution with the same conditional mean \( \mathbf{h}_n^T x_n \) and variance \( \sigma_n^2 \) as the distribution \( f(y_n|x_n) \), and \( \hat{f}_m(x_m) \) is a Gaussian distribution with the same mean \( \tilde{x}_n \) and variance \( v_n \) as the true \textit{a priori} distribution \( f_m(x_m) \).

(Throughout this paper, given a probability distribution \( f \), \( \hat{f} \) refers to a Gaussian distribution with the same first- and second-order statistics.)

The resulting approximate model is then that of a Gaussian process, so the sum-product algorithm can be applied with significant reduction in computation, and the resulting approximate MAP estimate of \( x \) will be the LMMSE estimate (based on the approximate model.) However, LMMSE estimates depend only on first- and second-order statistics. So, since the first- and second-order statistics of the true and approximate systems are identical, the MAP estimate of the approximate system is the LMMSE estimate of the original system. Hence, by choosing a convenient approximate \textit{a posteriori} distribution that allows for a reduction in computational complexity, we have indirectly arrived at the LMMSE estimate. This is the underlying methodology on which all of the algorithms in this paper are based.

As an aside, it should be noted that an alternative approach to developing equalization algorithms would be to construct a factor graph based on a state space representation of the problem. Such a state space approach is often employed to develop factor graph algorithms addressing a wide variety of signal processing problems [13], including Kalman filtering [6] and turbo equalization [14], because of the ease
with which the sum-product algorithm can be applied. In fact, the algorithms in this paper could be
developed using such an approach. However, for the purposes of this paper, basing the factor graphs
on factorizations such as that given in (8) offers several advantages. First, the identities of messages
formed during an algorithm are more transparent. For example, in applying the sum-product algorithm
to the portion of a factor graph modeling the observation equation of an appropriate state-space model,
a message equal to $\hat{f}(y_n|x_n)$ is formed. This message appears explicitly as a factor in (8), and such
transparency aids in developing fast algorithms as well as the DFE. Also, the elimination of auxiliary
matrices associated with a state space model tends to illuminate relationships that are useful in developing
the fast algorithms and the DFE. Finally, as will be discussed in Section III-A, a numerical issue arising
in factor graph-based equalization can be easily remedied using our approach, but such a solution is not
as natural when considering the state space approach.

A. Basic Algorithm

To compute the unconstrained LMMSE estimate of the transmitted signal $x$ given the received signal $y$, we make use of the factor graph depicted in Figure 1 that models the factorization in (8) of the distribution
$\hat{f}(x|y)$. Since each $x_n$ appears in several vectors $x_n$, it is necessary to ensure that all realizations of $x_n$
are consistent, i.e., that there is zero probability that a particular $x_n$ takes on different values in two
vectors $x_k$ and $x_l$, $k \neq l$. (This is a slight abuse of notation. Strictly speaking, the variable nodes in
a factor graph are all distinct variables. Hence, while variable nodes $x_k$ and $x_l$ might each contain an
element corresponding to the random variable $x_n$, these elements should be named differently in each
vector, say $x^{(1)}_n$ and $x^{(2)}_n$. However, such notation would be cumbersome, and since these elements are
to be made equal with probability 1, it is convenient to simply denote each element as $x_n$.)

To ensure this consistency, we introduce additional factors into the factor graph. Let $n$ and $m$ be
vectors of some length $K$ with elements that index some subset of the elements of vectors $x_k$ and $x_l$, respectively. Then we define

$$\delta(x_k, x_l, n, m) = \prod_{i=1}^{K} \delta(x_k(n_i) - x_l(m_i)),$$
where \( \delta(x) \) is the Dirac delta function, \( n_i \) and \( m_i \) are the \( i \)th components of \( n \) and \( m \), respectively, and for a vector \( x \), \( x(j) \) is the \( j \)th element of \( x \). Although omitted from (8) for conciseness, these factors are introduced into the factorization as necessary to ensure consistency and are depicted in Figure 1, where the first two arguments of each \( \delta \) function can be inferred from the neighboring variable nodes, and the last two arguments, i.e., the indexing sets, are determined by which elements of each variable node correspond to the same random variable.

The LMMSE estimate is obtained by applying the sum-product algorithm to the factor graph of Figure 1 to obtain the marginal distributions \( \hat{f}(x_n|y) \). This will be a Gaussian distribution, so the MAP estimate of \( x_n \) based on the approximate model, and hence the LMMSE estimate based on the true model, is given by the mean parameter of \( \hat{f}(x_n|y) \). The algorithm consists of a forward pass of messages (from left to right) and a backward pass of messages. These messages are then combined to form the messages passed to the variable nodes \( x_n \). Note that the message passing rules for this basic algorithm are similar to those derived in [6] for a Kalman filter implemented on a factor graph. So, while we do provide the message passing rules with some justification, we refer the reader to [6] for a more detailed derivation.

In Figure 1, we have labeled several messages \( m^{(n)}_k \) that result from the application of the sum-product algorithm (the superscripts have been omitted for readability). As previously discussed, all messages will be (scaled) Gaussian densities or degenerate forms. That is, we have \( m^{(n)}_k = \gamma(\cdot; \mu^{(n)}_k, W^{(n)}_k) \), where the first argument of the \( \gamma \) function is given by the variable node to which or from which the message is being passed, except in the case of \( m^{(n)}_3 \), where the argument is \( y_n \). So, for example,

\[
m^{(n)}_2 = \hat{f}_n(x_n) \propto \exp \left\{-\frac{1}{2v_n}(x_n - \bar{x}_n)^2\right\} = \gamma(x_n, \bar{x}_n s_N, v_n^{-1}s_N s_N^T),
\]

(9)

where for \( 1 \leq l \leq N, s_l = [0_{1 \times l-1} 1 0_{1 \times N-l}]^T \). (Note that even though \( m^{(n)}_2 \) only depends on \( x_n \), we have written the first argument of the \( \gamma \) function in (9) as \( x_n \) to explicitly show that \( m^{(n)}_2 \) can be expressed as a function of \( x_n \), the variable to which this function is attached in the factor graph.) Hence, \( \mu^{(n)}_2 = \bar{x}_n s_N \) and \( W^{(n)}_2 = v_n^{-1}s_N s_N^T \). The parameters of messages \( m^{(n)}_3 \) and \( m^{(n)}_4 \) can be similarly obtained from the following:

\[
m^{(n)}_3 = \hat{f}(y_n|x_n) \propto \exp \left\{-\frac{1}{2\sigma_n^2}(y_n - h_n^T x_n)^2\right\} = \gamma(y_n, h_n^T x_n, \sigma_n^{-2}),
\]

where \( h_n \) is the Dirac delta function.
From (2) we have
\[ m_4^{(n)} = \int_{-\infty}^{\infty} 1 \cdot \delta(x_n, x'_n) dx'_n = \int_{-\infty}^{\infty} \delta(x_n - x'_n) dx'_n = 1 = \gamma(x_n, 0_{N \times 1}, 0_{N \times N}), \]
where in the last equation, we have applied the general update rule given in (3).

The propagation of messages then involves computing the parameters of the messages leaving each node given the parameters of the messages that arrive at that node. Suppose we have \( \mu_1^{(n)} \) and \( W_1^{(n)} \).

From (2) we have \( m_5^{(n)} = m_1^{(n)} m_2^{(n)} m_3^{(n)} m_4^{(n)} \). Then the use of (5) and (7) yields
\[ W_5^{(n)} = W_1^{(n)} + W_2^{(n)} + W_3^{(n)} + W_4^{(n)} = W_1^{(n)} + v_n^{-1} s_N s_N^T + \sigma_n^{-2} h_n h_n^T, \]
and
\[ \mu_5^{(n)} = (W_5^{(n)})^T (W_1^{(n)} \mu_1^{(n)} + W_2^{(n)} \mu_2^{(n)} + W_3^{(n)} \mu_3^{(n)} + W_4^{(n)} \mu_4^{(n)}) \]
\[ = (W_5^{(n)})^T (W_1^{(n)} \mu_1^{(n)} + \frac{x_n}{v_n} s_N + \sigma_n^{-2} y_n h_n). \]

To compute the parameters of \( m_1^{(n+1)} \), we partition \( \mu_5^{(n)} \) as \( \mu_5^{(n)} = [\mu_5^{(n)}(1) | \mu_5^{(n)}(2 : N)]^T = [\mu_5^{(n)}_{A} | (\mu_5^{(n)}_{B})^T]^T \), where for a vector \( \mu \), \( \mu(k : l) \) is the subvector formed from elements \( k \) through \( l \) of \( \mu \). We also partition \( W_5^{(n)} \) according to
\[ W_5^{(n)} = \begin{bmatrix} W_5^{(n)}(1, 1) & W_5^{(n)}(1, 2 : N) \\ W_5^{(n)}(2 : N, 1) & W_5^{(n)}(2 : N, 2 : N) \end{bmatrix} = \begin{bmatrix} W_5^{(n)}_{A} & W_5^{(n)}_{B} \\ W_5^{(n)}_{C} & W_5^{(n)}_{D} \end{bmatrix}, \]
where for a matrix \( W \), \( W(k_1 : k_2, l_1 : l_2) \) is defined in an analogous manner as the vector case. Then using (3) and (6), we have \( \mu_1^{(n+1)} = [(\mu_5^{(n)}_{B})^T 0] \) and
\[ W_1^{(n+1)} = \begin{bmatrix} W_5^{(n)} - W_5^{(n)}_{C} (W_5^{(n)}_{A})^T W_5^{(n)}_{B} \\ 0_{(N-1) \times 1} \end{bmatrix}. \]

Repeated application of the above formulas at each stage of the factor graph yields the messages for the forward pass of the sum-product algorithm. (Modifications must be made at the boundaries of the data sequence.) The message updates for the backward pass are similar and will not be described in detail. All that remains is to compute messages \( m_8^{(n)} \) and \( m_9^{(n)} \). From (2), the former is given by \( m_8^{(n)} = m_1^{(n)} m_2^{(n)} m_3^{(n)} m_6^{(n)} = m_5^{(n)} m_6^{(n)} \), where we have used that \( m_5^{(n)} = m_1^{(n)} m_2^{(n)} m_3^{(n)} m_4^{(n)} \) and \( m_4^{(n)} = 1 \). So, using (5), we have \( W_8^{(n)} = W_5^{(n)} + W_6^{(n)} \) and \( \mu_8^{(n)} = (W_8^{(n)})^T (W_5^{(n)} \mu_5^{(n)} + W_6^{(n)} \mu_6^{(n)}). \)
Now, from (3), it can be seen that \( m^{(n)}_9 \) is given by marginalizing \( m^{(n)}_8 \) over all variables in \( x_n \) other than \( x_n \). The partitions \( \mu^{(n)}_8 = \mu_8^{(n)}(1 : N - 1)^T \mid \mu_8^{(n)}(N)^T = [(\mu^{(n)}_8 A)^T \mid \mu^{(n)}_8 B]^T \) and

\[
W_8 = \begin{bmatrix}
W_8^{(n)}(1 : N - 1, 1 : N - 1) & W_8^{(n)}(1 : N - 1, N) \\
W_8^{(n)}(N, 1 : N - 1) & W_8^{(n)}(N, N)
\end{bmatrix}
\]

allow us to apply (6) to compute \( \mu^{(n)}_9 = \mu^{(n)}_8 B \) and \( W_9^{(n)} = W_8^{(n)} - W_8^{(n)} W_8^{(n)\dagger} W_8^{(n)} \). Since \( m^{(n)}_9 \propto \hat{f}(x_n | y) \), the LMMSE estimate \( \hat{x}_n \) of \( x_n \) is given by \( \mu^{(n)}_9 \).

While the above algorithm is theoretically correct, straightforward implementation gives rise to an issue with respect to the conditioning of the matrices involved. Note that the matrices formed in the forward pass of messages are inverse covariance matrices. For example, \((W_5^{(n)})^{-1} = \text{COV}(x_n, x_n | y_1^n) = \Delta E(x_n x_n^T | y_1^n) - E(x_n | y_1^n) E(x_n^T | y_1^n) \) (under the assumed approximate distribution), where \( y_1^n = [y_1, y_2, \ldots, y_n]^T \). Consequently, these matrices can generally be inverted without numerical issues. However, the matrices in the backward pass are not inverse covariance matrices and therefore give no assurance of being well-conditioned. Also, the pseudoinverses are inconvenient in implementation and in the development of fast updates. In the forward pass, the pseudoinverses are only necessary because some matrices have an entire row and column that are zero. In these cases, the invertible and noninvertible portions of the matrices can be treated separately. However, in the backward pass, because the matrices involved are not inverse covariance matrices, there is no guarantee that the noninvertible part of the matrix can be handled as conveniently.

Fortunately, both of the above issues can be handled with a modification to the model and resulting factor graph. Figure 2 depicts another factorization of the \textit{a posteriori} probability density function in which the prior distributions have been factored as \( \hat{f}_n(x_n) = \sqrt{\hat{f}_n(x_n)} \sqrt{\hat{f}_n(x_n)} \). One factor is attached to the variable \( x_n \), which is similar to the previous factor graph, whereas the other factor is attached to \( x_{n+N-1} \). Note that the global function represented by the original factor graph is unchanged by these modifications, so the sum-product algorithm will still produce the desired result. However, with this modification, the matrices computed in both the forward and backward passes of the algorithm correspond to inverse covariance matrices and are therefore generally well-conditioned. (Note that these
matrices do not correspond to the true covariance matrices since they assume priors that have altered variances. However, this does not affect the conclusion that the matrices are well-conditioned.) The resulting algorithm differs from the original algorithm only in the updates of messages $m_5^{(n)}$ and $m_7^{(n)}$.

For example, message $m_5^{(n)}$ is now parameterized by $W_5^{(n)} = W_1^{(n)} + W_2a^{(n)} + W_{2b}^{(n)} + \sigma_n^{-2}h_n h_n^T$ and $\mu_5^{(n)} = (W_5^{(n)})^T (W_1^{(n)} \mu_1^{(n)} + W_{2a}^{(n)} \mu_{2a}^{(n)} + W_{2b}^{(n)} \mu_{2b}^{(n)} + \sigma_n^{-2}y_n h_n)$, where $\mu_{2a}^{(n)} = \bar{x}_n s_N$, $\mu_{2b}^{(n)} = \bar{x}_{n-1} s_1$, $W_{2a}^{(n)} = (2v_n)^{-1} s_N s_N^T$, and $W_{2b}^{(n)} = (2v_{n-1})^{-1} s_1 s_1^T$.

**B. Fast Algorithm**

The complexity of using the above algorithm is $O(N^3)$ per estimate. However, we may compute the pseudoinverses recursively using the matrix inversion lemma and the block matrix inversion formula in $O(N^2)$, yielding an algorithm that is $O(N^2)$ per estimate.

First, suppose we have $W_1^{(n)}$ and $(W_1^{(n)})^\dagger$. From (11), $W_1^{(n)}$ is of the form

$$W_1^{(n)} = \begin{bmatrix}
\tilde{W}_1^{(n)} & 0_{(N-1)\times 1} \\
0_{1\times (N-1)} & 0
\end{bmatrix},$$

for some matrix $\tilde{W}_1^{(n)}$. Furthermore, as discussed previously, it can be shown that $W_1^{(n)}$ is an inverse (modified) covariance matrix and is therefore positive definite and invertible. So, we have

$$(W_1^{(n)})^\dagger = \begin{bmatrix}
(W_1^{(n)})^{-1} & 0_{(N-1)\times 1} \\
0_{1\times (N-1)} & 0
\end{bmatrix}.$$ 

Then,

$$(W_1^{(n)} + W_{2a}^{(n)})^{-1} = \begin{bmatrix}
(W_1^{(n)})^{-1} & 0_{(N-1)\times 1} \\
0_{1\times (N-1)} & 2v_n
\end{bmatrix}.$$ 

Since $W_{2b}^{(n)}$ and $W_3^{(n)}$ are both rank-one, $(W_5^{(n)})^{-1} = (W_1^{(n)} + W_{2a}^{(n)} + W_{2b}^{(n)} + \sigma_n^{-2}h_n h_n^T)^{-1}$ can be computed with two applications of the matrix inversion lemma to $(W_1^{(n)} + W_{2a}^{(n)})^{-1}$. Finally,

$$(W_1^{(n+1)})^\dagger = \begin{bmatrix}
(W_5^{(n)})^{-1} (2 : N, 2 : N) & 0_{(N-1)\times 1} \\
0_{1\times (N-1)} & 0
\end{bmatrix}.$$ 

The recursive computation of the pseudoinverses in the backward pass can be performed similarly.
Now, an $O(N^2)$ update exists for $(W_8^{(n)})^{-1}$ from $(W_8^{(n+1)})^{-1}$ that can be derived algebraically using the matrix inversion formulas of Section II-B. However, it is perhaps simpler to note that $(W_8^{(n+1)})^{-1} = \text{COV}(x_{n+1}, x_{n+1}|y)$ and $(W_8^{(n)})^{-1} = \text{COV}(x_n, x_n|y)$. So, partitioning $(W_8^{(n)})^{-1}$ according to

$$ (W_8^{(n)})^{-1} = \begin{bmatrix} (W_8^{(n)})^{-1}(1,1) & (W_8^{(n)})^{-1}(1,2:N) \\ (W_8^{(n)})^{-1}(2:N,1) & (W_8^{(n)})^{-1}(2:N,2:N) \end{bmatrix} = \begin{bmatrix} V_{8A}^{(n)} & V_{8B}^{(n)} \\ V_{8C}^{(n)} & V_{8D}^{(n)} \end{bmatrix}, $$

gives $V_{8D}^{(n)} = (W_8^{(n+1)})^{-1}(1:N-1,1:N-1)$. Next, from (10), we can write

$$ W_8^{(n)} = \begin{bmatrix} W_{5A}^{(n)} & W_{5B}^{(n)} \\ W_{5C}^{(n)} & \tilde{W}_{8D}^{(n)} \end{bmatrix}, $$

for some matrix $\tilde{W}_{8D}^{(n)}$. Then, the use of the matrix inversion formulas of Section II-B yields $V_{8A}^{(n)} = [W_{5A}^{(n)} + W_{5B}^{(n)} W_{8D}^{(n)} W_{5C}^{(n)}]/(W_{5A}^{(n)})^2$, $V_{8B}^{(n)} = W_{5B}^{(n)} V_{8D}^{(n)} W_{5A}^{(n)}$, and $V_{8C}^{(n)} = V_{8D}^{(n)} W_{5C}^{(n)} W_{5A}^{(n)}$.

Finally, to obtain $W_9^{(n)}$, we note that $(W_8^{(n)})^{-1}$ is the conditional covariance matrix of $x_n$ given $y$. So the conditional variance of $x_n$ given $y$ is $(W_8^{(n)})^{-1}(N,N)$, and $W_9^{(n)} = 1/[(W_8^{(n)})^{-1}(N,N)]$.

Table I describes the fast algorithm, where we have used that it is sometimes more convenient to update $\mu_k^t = W_k^{-1} \mu_k$ instead of $\mu_k$. Also, in all tables, the assignment of an equation to the inverse of a matrix indicates that the matrix inverse is to be computed in the manner specified by the equation and stored. This implementation, along with some additional optimization to take advantage of the symmetry of the computed matrices and the zero elements of the computed matrices and vectors, requires $(12N^2 - 16N + 18)L - (55/6)N^3 + (33/2)N^2 - (61/3)N + 6$ additions and $(12N^2 + 4N + 11)L - (55/6)N^3 + N^2 - (29/6)N + 2$ multiplications, where subtraction is counted as addition and division is counted as multiplication. For brevity, it is not possible to derive these formulas here. Note that the first term of each formula describes the computations that grow linearly with the data length, while the remaining terms describe any overhead that is independent of the data length.

IV. CONSTRAINED LINEAR EQUALIZATION

A. Basic Algorithm

Next, we consider the use of factor graphs to find the constrained LMMSE estimate of $x_n$ given the $M = M_1 + M_2 + 1$ element vector $y_n = [y_{n-M_1}, y_{n-M_1+1} \ldots y_{n+M_2}]^T$, i.e., we solve for the estimates
\( \hat{x}_n \) minimizing \( \mathbb{E}\{(x_n - \hat{x}_n)^2\} \) subject to the constraint that \( \hat{x}_n \) can be expressed as an affine function of \( y_n \).

Although the use of such an equalizer instead of the unconstrained equalizer considered in section III would result in a degradation of mean squared error in the absence of model inaccuracy, there are several reasons why the constrained equalizer might be preferable for a particular application. For example, the constrained equalizer can operate sequentially, in contrast with the unconstrained equalizer, which must wait until the entire data block is received before beginning the backward passage of messages. Also, many analytic results on the asymptotic behavior of turbo equalization require that the equalizer output for a particular bit \( x_n \) be independent of the \textit{a priori} information regarding bits far from \( x_n \) [15]. This is the case for the constrained equalizer, but clearly not so, in general, for the unconstrained equalizer. Finally, unlike the unconstrained case, the constrained equalizer allows for some degree of parallel processing. While we do not detail such a parallel system here, it would basically consist of subdividing the data block, with overlap, and processing the subblocks independently by the multiple processors.

To perform the constrained equalization, we consider the distribution

\[
\hat{f}(x_n^{n+M_2} | y_n) \propto \hat{f}(y_n | x_n^{n+M_2}) \hat{f}(x_n^{n+M_2} | x_n^{n-M_1-N+1}) \propto \left[ \prod_{k=n-M_1}^{n+M_2} \hat{f}(y_k | x_k) \right] \left[ \prod_{l=n-M_1-N+1}^{n+M_2} \hat{f}(x_l) \right],
\]

where \( x_a^b = [x_a \ x_{a+1} \ldots x_b]^T \). The factor graph of Figure 3 represents this factorization, where, as in the unconstrained case, we have used the factorization \( \hat{f}_n(x_n) = \sqrt{\hat{f}_n(x_n)} \sqrt{\hat{f}_n(x_n)} \) to ensure well conditioning. (Again, omitted arguments can be inferred from the attached variable node(s).)

Note that the subscripts of the labeled messages in this figure do not generally correspond to the subscripts of the labeled messages in the previous factor graphs, nor has the meaning of the superscripts been unchanged. In particular, in the previous factor graphs, the superscript \((n)\) indicates that a message is being passed along an edge incident on \( x_n \) or \( x_n \), whereas in Figure 3, the superscript \((n)\) indicates that this is a message produced during the process of forming the estimate \( \hat{x}_n \). This slightly modified notation will become useful when considering a fast constrained linear equalizer.

The application of the sum-product algorithm to this factor graph results in message updates that are
similar to the unconstrained linear equalizer and so will not be described in detail. The resulting message \( m_0^{(n)} \) is the desired marginal distribution, the mean of which is the desired LMMSE estimate of \( x_n \).

It is interesting to note that an equivalent constrained equalizer can actually be implemented on the factor graph of Figure 2 for the full distribution \( \hat{f}(x|y) \) by applying a particular message passing update schedule. In particular, we initialize all messages to unity. We then pass messages from all of the \( \sqrt{f_n(x_n)} \). Next, we simultaneously send \( N - 1 \) messages to the right from the \( x_n \) to the \( x_{n+1} \) for all \( n \). (By this we mean that messages are first passed to the right from the \( x_n \) to the \( \delta \) functions for all \( n \), and then messages are passed to the right from the \( \delta \) functions to the \( x_{n+1} \) for all \( n \). The two-step process is then repeated for a total of \( N - 1 \) times.) We then simultaneously pass \( N - 1 \) messages to the left. The messages from all of the \( \hat{f}(y_n|x_n) \) are then sent. Next, we simultaneously pass \( M_1 \) messages to the right from the \( x_n \) to the \( x_{n+1} \) for all \( n \), and then \( M_2 \) messages to the left. Finally, we pass the messages up from the \( x_n \) to the \( x_n \) for all \( n \). After sending the messages from the \( \hat{f}(y_n|x_n) \), the messages formed in the two algorithms are equivalent, so the message passed to \( x_n \) is proportional to \( \hat{f}(x_n|y_n) \), as desired. Hence, constrained linear equalization can be viewed as the implementation of an unconstrained linear equalizer on a factor graph using a suboptimal message passing schedule.

**B. Fast Algorithm**

While the last reformulation of the constrained equalizer is interesting, it amounts to a simple reordering of steps. Ideally, we would like to use the messages formed in estimating \( x_n \) to be able to more quickly estimate \( x_{n+1} \). In particular, given \( m_{8}^{(n)} \), we find a fast update for \( m_{8}^{(n+1)} \). Unfortunately, because some variables of \( x_{n-M_1-N+1}^{n+M_2} \) are integrated out in computing \( m_{8}^{(n)} \), information is lacking from \( m_{8}^{(n)} \) that could be useful in developing such an update. So, we modify the previous factor graph so as to delay the marginalization steps of the sum-product algorithm. In particular, we replace the variable nodes \( x_k \), \( k < n \), with \( x_{n-M_1-N+1}^{k} \), \( x_n \) with \( x_{n-M_1-N+1}^{n+M_2} \), and \( x_k \), \( k > n \), with \( x_{k}^{n+M_2} \). The \( \delta \) functions must also be modified to ensure that newly added representatives of each variable are consistent. With the exception of the modified \( \delta \) functions, the factorization represented by this factor graph is unchanged, since no modifications were made to the remaining function nodes. So even though the updates of the
The sum-product algorithm will be different, the final result will be the same.

Because the sum-product updates for the modified factor graph are similar to those for the previous case, we do not describe them in detail. Table II provides a description of the algorithm for the case of \( n = 1 \). (We show this specific case since it can be used to initialize the recursive algorithm we describe later.) Note that we compute \( \mu'_7 \triangleq W_7 \mu_7 \) instead of \( \mu_7 \) to avoid some unnecessary matrix-vector multiplications. (The quantities \( W_7 \) and \( \mu_7 \) parameterize the message passed to the left from the \( x_k^{M_2+1} \).

Now, it is easily verified that for the modified factor graph,

\[
m_{8}^{(n+1)} = \frac{m_{8}^{(n)} \left( m_{3}^{(n+1)} \right)^2 m_{4}^{(n+1)}}{\left( m_{1}^{(n)} \right)^2 m_{2}^{(n)}} ,
\]

where we analogously label the messages in the modified factor graph as in Figure 3. Noting that \( 1/\gamma(x, \mu, W) = \gamma(x, \mu, -W) \), we can compute \( m_{8}^{(n+1)} \) from \( m_{8}^{(n)} \) using (5) and (7). Upon dividing by \( \left( m_{1}^{(n)} \right)^2 m_{2}^{(n)} \), the message is no longer a function of \( x_{n-M_1} \), so the elements of the parameters of the message corresponding to this variable can be eliminated, i.e., the first row and column of the inverse covariance matrix and the first element of the mean vector can be deleted.

The matrix updates involved in the above computation are all rank-one updates. Hence, the required pseudoinverses can be computed efficiently using the matrix inversion lemma. Furthermore, by updating \( \mu'_8^{(n)} \triangleq W_8^{(n)} \mu_8^{(n)} \) instead of \( \mu_8^{(n)} \), it is not necessary to compute \( W_8^{(n)} \), only \( (W_8^{(n)})^{-1} \).

The above algorithm, including the optimizations just mentioned, is described in Table III, where

\[
h_{n-M_1-1}^l = [0_{1 \times k} \mid H_{n-M_1-1}^T]^T, \quad h_{n+M_2}^b = [H_{n+M_2}^T \mid 0_{1 \times l}]^T ,
\]

and \( k \) and \( l \) are chosen so that the calculations in which these vectors appear are well-defined. Also, for an \( i \times j \) matrix \( W \), we define size(\( W, k \)) to be \( i \) if \( k = 1 \) and \( j \) if \( k = 2 \). Finally, in line 1 of Table III, the quantities \( W_8^{(1)} \), \( (W_8^{(1)})^{-1} \), and \( \mu_8^{(1)} \) can be computed using the previous constrained equalization algorithm described in Table II.

This implementation, along with some optimization to take advantage of the symmetry of the computed matrices and the zero elements of the computed matrices and vectors, requires \( (3N^2 + 4NM + M^2 - 2M)L + g_1(N, M_1, M_2, K_2) \) additions and \( (3N^2 + 4NM + M^2 + 3N + M + 1)L + g_2(N, M_1, M_2, K_2) \) multiplications, where \( g_1 \) and \( g_2 \) are multivariate polynomials of total degree 3, and \( K_2 = \min(N, M_2+1) \).
Note that the first term of each equation describes the computations that grow linearly with the data length, while the functions $g_1$ and $g_2$ describe any overhead that is independent of the data length.

C. Extracting Filter Coefficients

The last constrained equalizer we present allows for the extraction of the equalizer coefficients. This is most useful in the case of a shift invariant channel, i.e., $h_n = h$ for all $n$, with the same prior distribution on each symbol. Then the constrained LMMSE filter is the same for all $n$ (except at the borders), so computing this filter allows for efficient computation of the symbol estimates.

We consider the factorization of the function $\hat{f}(x_{n+M_2}^{n-M_1-N+1}|y_n)$ depicted in the factor graph of Figure 3 with the following modifications. We replace the variable nodes $x_k$, $n-M_1 \leq k < n$, with the vectors $[x_k^T | y_{n-M_1} y_{n-M_1+1} \ldots y_k]^T$ and we replace the variable nodes $x_k$, $k > n$, with the vectors $[x_k | y_k y_{k+1} \ldots y_{n+M_2}]^T$. Finally, we replace the variable node $x_n$ with $[x_n | y_n^T]^T$. Again, modifications must be made to the $\delta$ functions to ensure the consistency of the variables in the factor graph, but this will not affect the final result of the sum-product algorithm.

The purpose of these modifications is to allow the observations to be treated as variables instead of constant parameters. When treating $y_k$ as a variable, it is convenient to rewrite the messages leaving nodes $\hat{f}(y_k|x_k)$ as $\gamma([x_k | y_k]^T, 0_{(N+1)\times 1}, \sigma_k^{-2}[h_k^T | -1]^T[h_k^T | -1])$. With this modification, the sum-product algorithm can be applied in a straightforward manner. The message passed to variable node $[x_n | y_n^T]^T$ is then proportional to $\hat{f}(x_n|y_n)$. Let this message be given by $\gamma([x_n | y_n^T]^T, \mu, W)$, where $\mu$ and $W$ are partitioned according to $\mu = [\mu(1) | \mu(2 : M + 1)^T]^T = [\mu_A | \mu_B]^T$ and

$$W = \begin{bmatrix} W(1,1) & W(1,2 : M + 1) \\ W(2 : M + 1,1) & W(2 : M + 1,2 : M + 1) \end{bmatrix} = \begin{bmatrix} W_A & W_B \\ W_C & W_D \end{bmatrix}.$$  

Then, solving for the conditional mean of $x_n$ from this distribution yields

$$\hat{x}_n = \mu_A - \frac{W_B + W_C^T}{2W_A}(y_n - \mu_B) = \mu_A - \frac{W_B}{W_A}(y_n - \mu_B),$$

where we have applied the symmetry of $W$. Hence, the coefficients of the LMMSE filter are given by $-W_B/W_A$. When using recursive updates, the complexity of computing this filter is $O(M(M + N)^2)$. 
V. Decision Feedback Equalization

The last factor graph technique we present is a decision feedback equalizer. In such an equalizer, symbol decisions are made in stages. At each stage, equalization is performed assuming that symbol decisions from previous stages are correct [1], [16]. The resulting real-valued estimates are then used in deciding an additional set of symbols. In general, any equalization criterion can be used, but here we employ a constrained LMMSE equalizer. Also, there is freedom in choosing the order in which symbol decisions are made and in which previous decisions are considered while making a current estimate (though usually one considers all relevant previous decisions). We present first a general algorithm that, if desired, can be specialized to provide a more efficient implementation of a particular DFE. We then illustrate this specialization to the case of a DFE in which decisions are made sequentially from the beginning of the data sequence to the end.

A. General Algorithm

As previously stated, the DFE we describe will use a constrained LMMSE equalizer. As in Section IV, the length-\(M\) equalizer will solve for the LMMSE estimate of \(x_n\) given \(y_n\). The key observation in deriving the DFE is that decisions can be incorporated into the LMMSE estimates by computing each estimate as before but after replacing the \textit{a priori} distribution \(\hat{f}_k(x_k)\) with the distribution \(\hat{f}_k(x_k) = \delta(x_k - \bar{x}_k)\) for some choice of symbols \(\{x_k\}\), each with decision \(x_k = \bar{x}_k\). This replacement results in some modifications to the message passing updates. Also, since it would be inefficient to perform the equalization afresh after each symbol decision is made, a fast update can be considered. Both of these concerns are addressed in the following.

Our implementation of the DFE will use a modification of the factor graph depicted in Figure 3. As in Section IV-B, we replace, when applicable, the variable nodes \(x_k, k < n\), with \(x_{n-M_1-N+1}^k\), \(x_n\) with \(x_{n-M_1-N+1}^{n+M_2}\), and \(x_k, k > n\), with \(x_k^{n+M_2}\), modifying the \(\delta\) functions appropriately. Again, while these modifications result in changes to the updates of the sum-product algorithm that are useful in deriving a fast algorithm, the final result of the sum-product algorithm is unchanged.

The algorithm is initialized by performing equalization over the entire set of data as described in Section
IV-B and in Table III. From this step, we store the messages \(m_8^{(n)}\) and \(m_9^{(n)}\) for all \(n\). As mentioned previously, \(m_9^{(n)}\) contains the symbol estimate as the mean of the distribution. Now, we make decisions on some subset of symbols. This subset can be predetermined, randomly chosen, or based on properties of the estimates themselves. For example, it might be reasonable to make decisions first for the variables with the smallest conditional variance as given by \(W_9^{-1}\). However this set is chosen, the decisions \(\{\hat{x}_n\}\) are made based on the estimates produced by equalization.

Next, we must update the stored messages to reflect the newly formed decisions. For example, we consider updating message \(m_8^{(n)} = \gamma(\cdot, \mu_8^{(n)}, \mathbf{W}_8^{(n)})\) given the new decision \(x_{n-M_1-N+1} = \hat{x}_{n-M_1-N+1}\).

We first must divide out the \textit{a priori} distribution, i.e., \(\hat{f}_{n-M_1-N+1}(x_{n-M_1-N+1})\), from the message. We then multiply in a new distribution reflecting the assumed absolute certainty in the decision, i.e., \(\delta(x_{n-M_1-N+1} - \hat{x}_{n-M_1-N+1})\) [17]. Finally, since the variable for which the decision was made no longer plays a role in the estimation problem (only the decision does), it can be integrated out of any message in which it appears. Because of the new \textit{a priori} distribution that asserts absolute certainty in the decision, this is equivalent to evaluating the message at the decision.

In our example, the updated message is

\[
\tilde{m}_8^{(n)} = \left[ m_8^{(n)} / \hat{f}_{n-M_1-N+1}(x_{n-M_1-N+1}) \right]_{x_{n-M_1-N+1} = \hat{x}_{n-M_1-N+1}} \times \left[ m_8^{(n)} \right]_{x_{n-M_1-N+1} = \hat{x}_{n-M_1-N+1}}.
\]

Since we only need messages up to a scale factor, it follows that it is unnecessary to divide out the original \textit{a priori} distribution. As such, we need only to evaluate the message at the decision to obtain the update. The partitions \(\mu_8^{(n)} = [\mu_8^{(n)}(1) \ | \ \mu_8^{(n)}(2 : P)^T]^T = [\mu_8^{(n)}(1) \ | \ (\mu_8^{(n)})^T]^T\) and

\[
W_8^{(n)} = \begin{bmatrix} W_8^{(n)}(1, 1) & W_8^{(n)}(1, 2 : P) \\ W_8^{(n)}(2 : P, 1) & W_8^{(n)}(2 : P, 2 : P) \end{bmatrix} = \begin{bmatrix} W_8^{(n)}(1) & W_8^{(n)}(2 : P) \\ W_8^{(n)}(2 : P, 1) & W_8^{(n)}(2 : P, 2 : P) \end{bmatrix}.
\]
where $P = M + N - 1$, allow us to write $\tilde{m}_8^{(n)} = \gamma(\cdot, \tilde{\mu}_8^{(n)}, \tilde{W}_8^{(n)})$, where $\tilde{W}_8^{(n)} = W_{8D}^{(n)}$ and

$$
\tilde{\mu}_8^{(n)} = \frac{1}{2} (\tilde{W}_8^{(n)})^\dagger \left\{ \left[ W_{8D}^{(n)} + (W_{8D}^{(n)})^T \right] \mu_{SB}^{(n)} + \left[ W_{8C}^{(n)} + (W_{8B}^{(n)})^T \right] (\tilde{x}_{n-M_1-N+1} - \mu_{8A}^{(n)}) \right\} 
$$

$$
= (\tilde{W}_8^{(n)})^\dagger \left[ W_{8D}^{(n)} \mu_{SB}^{(n)} + W_{8C}^{(n)} (\tilde{x}_{n-M_1-N+1} - \mu_{8A}^{(n)}) \right].
$$

(The last equality applies the symmetry of $W_{8}^{(n)}$.) Finally, we note that $(\tilde{W}_8^{(n)})^\dagger$ can be computed from $(W_{8}^{(n)})^\dagger$ efficiently using block matrix inversion.

We must update each message that corresponds to an estimate in which we wish to incorporate the previous decision and which is actually affected by the decision. Such updates are similar to the update above for $m_8^{(n)}$. Then the algorithm can make a decision for another set of symbols, beginning the next iteration in the process. The overall complexity of the algorithm can be shown to be $O((M+N)^3)$ per step, assuming one decision is made per step and all messages that are affected by each decision are updated.

**B. Sequential DFE**

The above algorithm can simplify significantly given a particular DFE. We next consider a sequential DFE, in which decisions $\tilde{x}_n$ are made sequentially based on the LMMSE estimate of $x_n$ given the $M = M_1 + M_2 + 1$ observations $[y_{n-M_1}, y_{n-M_1+1}, \ldots, y_{n+M_2}]^T$ under the assumption that the decisions $\tilde{x}_k$, $k < n - M_1$, are correct. (Note that we allow $M_1 = 0$ in the development.) Because the order in which decisions are made is predetermined, it is not necessary to equalize the entire set of data prior to making a decision. Furthermore, since the decisions are made sequentially, it is possible to use the messages formed when estimating $x_{n-1}$ to form the LMMSE estimate (with decision feedback) of symbol $x_n$.

Given the message $m_8^{(n-1)}$ on which the estimate for $x_{n-1}$ is based, we determine $m_8^{(n)}$, taking into account the appropriate past decisions. This update requires two steps. First, the decision for $x_{n-M_1-1}$ must be incorporated, and the variable $x_{n-M_1-1}$ integrated out, yielding the distribution $\tilde{m}_8^{(n-1)} \propto f(x_{n+M_2-1} | y_{1}^{n+M_2-1}, x_{1}^{n-M_1-1})$. This operation was treated in the previous subsection, and is equivalent to evaluating $m_8^{(n-1)}$ at $x_{n-M_1-1} = \tilde{x}_{n-M_1-1}$. 

Comparing the distributions described by \( \tilde{m}_8^{(n-1)} \) and \( m_8^{(n)} \), we have

\[
m_8^{(n)} = \tilde{m}_8^{(n-1)} \hat{f}(y_{n+M_2} | x_{n+M_2}, x_1^{n-M_1-1}) \hat{f}_{n+M_2}(x_{n+M_2}),
\]

which is the second step of the update. Note that this equation is similar to one of the steps in the fast constrained equalization algorithm from Section IV-B. However, there is one difference. In the update here, we multiply in the distribution \( \hat{f}(y_{n+M_2} | x_{n+M_2}, x_1^{n-M_1-1}) \) instead of \( \hat{f}(y_{n+M_2} | x_{n+M_2}) \). If \( N \leq M \), then the two distributions are equal and the difference vanishes. However, if \( N > M \), then

\[
\hat{f}(y_{n+M_2} | x_{n+M_2}, x_1^{n-M_1-1}) = \hat{f}(y_{n+M_2} - h_{n+M_2} (1 : N - M) x_1^{n-M_1-1} x_{n-M_1-(N-M)} x_1^{n-M_1}). \tag{12}
\]

Table IV gives a description of the sequential DFE algorithm. Several comments should be made regarding this implementation. First, the computation of \( (W_8^{(M_1+1)})^{-1}, \mu_8^{(M_1+1)}, \) and \( \hat{x}_k, 1 \leq k \leq M_1+1, \) in line 1 can be performed by using the fast constrained linear equalization algorithm given in Table III by modifying line 4 of Table III to read “for \( n = 2 \) to \( M_1 + 1 \) do”. Second, in lines 16 and 17, we define

\[
\hat{h}_{n+M_2}^b = \begin{cases} 
0_{1 \times (P-N)} | h_{n+M_2}^T]^T, & \text{if } P > N \\
h_{n+M_2}(N - P + 1 : N), & \text{otherwise},
\end{cases}
\]

where \( P = \text{size}(W_8^{(n)}, 1) \). Third, through algebraic simplification, lines 6 and 18 are written only in terms of \( W_8^{-1} \), not \( W_8 \). Consequently, \( W_8 \) is no longer needed in the algorithm, and so it is not computed.

Finally, we implemented (12) in line 9 by subtracting the contribution of each decision from the affected observations as each decision is made, instead of waiting until a particular observation is needed.

This implementation, along with some optimization to take advantage of the symmetry of the computed matrices and the zero elements of the computed matrices and vectors, requires \([(1/2)M^2 + MK + (1/2)K^2 + (1/2)M + (3/2)K + N]L + g_1(N, M_1, M_2, K, K_2) \) additions and \([(1/2)M^2 + MK + (1/2)K^2 + (5/2)M + (5/2)K + N]L + g_2(N, M_1, M_2, K, K_2) \) multiplications, where \( g_1 \) and \( g_2 \) are multivariate polynomials of total degree 3, \( K = \min(N, M) \), and \( K_2 = \min(N, M_2) \). Again, we have separated those terms that grow linearly with the length of the data sequence and those terms, giving rising to the functions \( g_1 \) and \( g_2 \), that are independent of the data length.
VI. APPLICATION TO TURBO EQUALIZATION

An important application of the equalization algorithms presented in this paper is that of so-called turbo equalization. A turbo equalizer consists of a decoder and an equalizer that alternately pass estimates of the transmitted data between them in the form of soft information. The decoder forms estimates by taking into account the structure of the code and the soft information received from the equalizer, while the equalizer considers some portion of the observed sequence, the channel model, and the soft information received from the decoder. Both components treat the soft information as a priori information [10]. Here we focus on the equalizer portion of the system, and consider the case of a binary phase shift keying (BPSK) transmission, i.e., $\mathcal{B} = \{-1, +1\}$. For details on common graphical implementations of the decoder subsystem, we refer the reader to [18], [5], and [4].

The soft information sent to the equalizer will be a set of distributions $f_n(x_n)$, $1 \leq n \leq L$, that, in the BPSK case, are often parameterized by log-likelihood ratios $L_D(x_n) = \log(f_n(1)/f_n(-1))$, $1 \leq n \leq L$. The a priori means and variances can be extracted from this distribution and used to compute the LMMSE estimate $\hat{x}_n$ of each bit $x_n$ using any of the algorithms in this paper. However, these estimates are insufficient for two reasons. First, the equalizer in a turbo equalization scheme must output a log-likelihood ratio for each $x_n$ of the form $L_E(x_n) = \Pr[\hat{x}_n|x_n = +1]/\Pr[\hat{x}_n|x_n = -1]$, where $\Pr[A]$ is the probability of event $A$ [10]. After making the usual assumption that the conditional distribution of $\hat{x}_n$ given $x_n$ is Gaussian with mean $\mu_{n,x} = E\{\hat{x}_n|x_n = x\}$ and variance $\sigma^2_{n,x} = \text{Var}\{\hat{x}_n|x_n = x\} = E\{\hat{x}_n^2|x_n = x\} - E\{\hat{x}_n|x_n = x\}^2$, we have [10]

$$L_E(x_n) = \frac{2\hat{x}_n\mu_{n,+1}}{\sigma_{n,+1}}. \tag{13}$$

Hence, there are additional computations in finding $L_E(x_n)$ other than those associated with finding $\hat{x}_n$, which could result in a greater computational complexity. (Note that (13) is given merely to justify this last statement; for details on this equation and its role in turbo equalization, we refer to [10].)

The second reason that the equalization algorithms presented heretofore are insufficient for turbo equalization is that for each particular $n$, $L_E(x_n)$ must not depend on $L_D(x_n)$. This requirement, an essential component of the turbo principle [19], [20], implies that $\hat{x}_n$ must not depend on $L_D(x_n)$ [10].
In [14], a joint decoder/linear equalizer graph is employed that, due to the nature of the sum-product algorithm, results in an algorithm that automatically satisfies this principle. However, because of alterations we have made to obtain fast and stable algorithms, such as employing the factorization and diag product algorithm, results in an algorithm that automatically satisfies this principle. However, because the constrained equalizer, but the sequel can be modified for any of the equalizers in this paper.) For the

In [10], the turbo principle is satisfied by setting $L_D(x_n) = 0$ when forming the estimate $\hat{x}_n$, resulting in the substitution of $\bar{x}_n = 0$ and $v_n = 1$. Equation (13) then becomes [10]

$$L_E(x_n) = \frac{2s^T R_n^{-1}}{1 - v_n s^T R_n^{-1} s} (y_n - H_n \bar{x}_n + s \bar{x}_n),$$

(14)

where $H_n$ is the $N \times (N + M - 1)$ time-varying channel convolution matrix, $R_n = H_n V_n H_n^T + \Sigma_n$, $V_n = \text{diag}(v_n - N - M_1 + 1, v_n - N - M_1 + 2, \ldots, v_n + M_2)$, $\Sigma_n = \text{diag}(\sigma^2_{n - M_1}, \sigma^2_{n - M_1 + 1}, \ldots, \sigma^2_{n + M_2})$, $\bar{x}_n = [\bar{x}_n - N - M_1 + 1 \bar{x}_n - N - M_1 + 2 \ldots \bar{x}_n + M_2]^T$, $y_n = [y_n - M_1 y_n - M_1 + 1 \ldots y_n + M_2]^T$, $s = H_n [0_{1 \times (N + M_1 - 1)} 1 0_{1 \times M_2}]^T$, and diag$(a_1, a_2, \ldots, a_m)$ is a diagonal matrix with elements $a_1, a_2, \ldots, a_m$. (For conciseness, we consider the constrained equalizer, but the sequel can be modified for any of the equalizers in this paper.) For the algorithms to be useful in turbo equalization, we must efficiently compute $L_E(x_n)$ of (14).

Note that the LMMSE estimate of $x_n$ given $y_n$, can be expressed as [10]

$$\hat{x}_n = \bar{x}_n + v_n s^T R_n^{-1} (y_n - H_n \bar{x}_n).$$

(15)

Denote $\bar{x}_n(\mu, v)$ as the LMMSE estimate of $x_n$ given $y_n$ after replacing $\bar{x}_n$ and $v_n$ with $\mu$ and $v$, respectively. Then from (15), we have the following two results to be used in expressing $L_E(x_n)$:

$$\hat{x}_n(0, v_n) = v_n s^T R_n^{-1} (y_n - H_n \bar{x}_n + \bar{x}_n s),$$

and

$$\hat{x}_n(0, \infty) \triangleq \lim_{v_n \rightarrow \infty} \hat{x}_n(0, v_n) = \frac{s^T R_n^{-1}}{s^T R_n^{-1} s} (y_n - H_n \bar{x}_n + \bar{x}_n s).$$

It is then easily verified that

$$L_E(x_n) = \frac{2\hat{x}_n(0, v_n) \hat{x}_n(0, \infty)}{v_n [\hat{x}_n(0, \infty) - \hat{x}_n(0, v_n)]}.$$
Note that \( m_{\theta}^{(n)} \propto \hat{f}(x_n | y_n) \propto \hat{f}(x_n, y_n) = \hat{f}(y_n | x_n) \hat{f}_n(x_n) \), where \( \hat{f}(y_n | x_n) \) does not depend on the \textit{a priori} distribution of \( x_n \). So the \textit{a posteriori} distribution \( \tilde{f}(x_n | y_n) \) that assumes that the \textit{a priori} distribution of \( x_n \) is \( \tilde{f}_n(x_n) = \gamma(x_n, 0, v^{-1}) \) is simply
\[
\tilde{f}(x_n | y_n) \propto \frac{m_{\theta}^{(n)} \tilde{f}_n(x_n)}{\tilde{f}_n(x_n)} \propto \gamma(x_n, (W_9 + v^{-1} - v_n^{-1})^{\dagger}(W_9 \mu_9 - v_n^{-1} \bar{x}_n), W_9 + v^{-1} - v_n^{-1}).
\]

Setting \( v = v_n \) gives \( \bar{x}_n(0, v_n) = W_9^{\dagger}(W_9 \mu_9 - v_n^{-1} \bar{x}_n) \) and letting \( v \to \infty \) gives \( \bar{x}_n(0, \infty) = (W_9 - v_n^{-1})^{\dagger}(W_9 \mu_9 - v_n^{-1} \bar{x}_n) \). Using these estimates, \( L_E(x_n) \) can now be computed.

Though we do not discuss it explicitly, this method of computing \( L_E(x_n) \) can be applied in a straightforward manner to all of the algorithms presented here. We refer the reader to [10] for details on the performance of turbo equalization using the constrained LMMSE equalizer and the DFE.

VII. Conclusions

We have provided several fast algorithms for equalization with priors based on the factor graph framework and described how these algorithms can be used to compute log-likelihood ratios suitable for turbo equalization. In addition to providing practical algorithms, deriving these equalizers within the factor graph framework has yielded an alternative view of linear equalization that provides insight into LMMSE equalization itself, as well as the relationship between the unconstrained LMMSE equalizer, the constrained LMMSE equalizer, and the DFE.

It is also appealing that all of these algorithms can be derived using factor graphs, suggesting the possibility of forming new algorithms within this framework. For example, such algorithms might be formed by considering factor graphs containing cycles or non-Gaussian factors, or by allowing soft decision feedback. Major obstacles with such algorithms that would need to be addressed include the analysis of the convergence properties when using factor graphs that are not trees, complexity reduction when using non-Gaussian factor graphs, and performance analysis.
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TABLE I

UNCONSTRAINED LMMSE EQUALIZATION ALGORITHM

\[
W_1 = \mu_1 = 0
\]

for \( n = 1 \) to \( N - 1 \) do
   \[
   W_1(n, n) \leftarrow 1/(2v_n)
   \]
   \[
   W_1 \leftarrow W_1 + \sigma_n^2 h_n h_n^T
   \]
   \[
   5: \quad W_1 \leftarrow \begin{bmatrix} 0_{1 \times n} & W_1 \end{bmatrix}_0 \times n \times 1
   \]
   \[
   \mu_1(n) = \tilde{x}_n/(2v_n)
   \]
   \[
   \mu_1 \leftarrow \mu_1 + \sigma_n^2 y_n h_n
   \]
   \[
   \mu_1 = [\mu_1^T 0]^T
   \]
end for

10: Compute \( W_1^\dagger \) from \( W_1 \)

\[
\mu_1 = [W_1^\dagger \mu_1]^T
\]

for \( n = N \) to \( L \) do
   \[
   W_5^{(n)}(N, N) \leftarrow 1/(2v_n)
   \]
   \[
   W_5^{(n)}(1, 1) \leftarrow W_5^{(n)}(1, 1) + 1/(2v_n - N + 1)
   \]
   \[
   W_5^{(n)} \leftarrow W_5^{(n)} + \sigma_n^2 h_n h_n^T
   \]
   \[
   W_5^{-1} \leftarrow W_5^{-1} - W_5^{-1}(1, 1)^{-1} \times [2v_n - N + 1 + W_5^{-1}(1, 1)]^{-1} W_5^{-1}(1, 1)
   \]
   \[
   20: \quad W_5^{-1} \leftarrow W_5^{-1} - W_5^{-1} h_n(\sigma_n^2 h_n^T W_5^{-1} h_n)^{-1} h_n^T W_5^{-1}
   \]
   \[
   \mu_5 = [W_5^{-1} \mu_5]^T
   \]
   \[
   \mu_5(N) = \tilde{x}_n/(2v_n)
   \]
   \[
   \mu_5(1) = \mu_5(1) + \tilde{x}_n - N + 1/(2v_n - N + 1)
   \]
   \[
   \mu_5^{(n)} = \mu_5 + \sigma_n^2 y_n h_n
   \]
25: Partition \( W_5^{(n)} \)

\[
W_6 = \begin{bmatrix} W_5^{(n)}(1 \times 1) & W_5^{(n)}(1 \times N - 1) \\ W_5^{(n)}(N - 1 \times 1) & W_5^{(n)}(N - 1 \times N - 1) \end{bmatrix}
\]

\[
W_1 \leftarrow \begin{bmatrix} W_5^{(n)} - W_5^{(n)}(W_5^{(n)})^{-1} W_5^{(n)} \end{bmatrix} \times [0_{N-1 \times 1}]
\]

\[
W_1 \leftarrow \begin{bmatrix} W_5^{-1}(2 : N, 2 : N) & 0_{N-1 \times 1} \\ 0_{1 \times N-1} & 0 \end{bmatrix}
\]

\[
\mu_1 = [\mu_5(2 : N)^T 0]^T
\]
end for

for \( n = L + N - 1 \) to \( L + 1 \) by \(-1\) do
   \[
   W_6(1, 1) \leftarrow 1/(2v_n - N + 1)
   \]
   \[
   W_6 \leftarrow W_6 + \sigma_n^2 h_n h_n^T
   \]
   \[
   35: \quad W_6 \leftarrow \begin{bmatrix} 0_{L+1 \times N-N} \times n \times 1 & W_6 \end{bmatrix}_0 \times (L+1 \times N-N) \times n \times 1
   \]
   \[
   \mu_6(1) = \tilde{x}_n - N + 1/(2v_n - N + 1)
   \]
   \[
   \mu_6 = [\mu_6^T + \sigma_n^2 y_n h_n]
   \]
\[
\mu_6 = [0 \mu_6^T]^T
   \]
end for

40: Compute \( W_6^\dagger \) from \( W_6 \)

\[
\mu_6 = [W_6^\dagger \mu_6]^T
\]

\[
W_6 \leftarrow W_5 + W_6
\]

Compute \( W_5 \) from \( W_6 \)

\[
\mu_5 = [W_5^{-1} \mu_5]^T
\]

45: \( (W_9^{(L)})^{-1} \leftarrow W_8^{-1}(N, N) \)

\[
\hat{x}_L \leftarrow \mu_8(N)
\]

for \( n = L - 1 \) to \( N \) by \(-1\) do
   \[
   W_7 \leftarrow W_6
   \]
   \[
   W_7(1, 1) \leftarrow 1/(2v_n - N + 2)
   \]
50: \( W_7(N, N) \leftarrow W_7(N, N) + 1/(2v_n + 1) \)

\[
W_7 \leftarrow W_7 + \sigma_n^2 h_n h_n^T
\]

\[
W_7^{-1} \leftarrow W_7
\]

\[
W_7^{-1}(1, 1) \leftarrow 2v_n - N + 2
\]

\[
W_7^{-1} \leftarrow W_7^{-1} - W_7^{-1}(N, N) \times [2v_n + 1 + W_7^{-1}(N, N)] W_7^{-1}(N, N)
\]

\[
55: \quad W_7^{-1} \leftarrow W_7^{-1} - W_7^{-1} h_n h_n^T
\]

\[
\times (\sigma_n^2 h_n^T W_7^{-1} h_n h_n^T)^{-1} h_n^T W_7^{-1}
\]

\[
\mu_7 = W_6 \cdot \mu_6
\]

\[
\mu_7(1) = \tilde{x}_n - N + 2/(2v_n - N + 2)
\]

\[
\mu_7(N) = \mu_7(N) + \tilde{x}_n + 1/(2v_n + 1)
\]

\[
\mu_7 = [W_7^{-1}(\mu_7 + \sigma_n^2 y_n h_n)]^T
\]

60: \( W_6 \leftarrow W_7(1 : N - 1, N - 1) - W_7(1 : N - 1, N) \times W_7(N, N)^{-1} W_7(N, 1 : N - 1)
\]

\[
W_6 \leftarrow \begin{bmatrix} 0 & 0_{N-1 \times 1} \end{bmatrix}
\]

\[
W_6 \leftarrow \begin{bmatrix} 0_{N-1 \times 1} & W_6 \end{bmatrix}
\]

\[
\mu_6 = [0 \mu_6^T]^T
\]

\[
W_8 \leftarrow \begin{bmatrix} W_8 & W_8 \end{bmatrix}
\]

\[
V_{8A} \leftarrow (W_8^{(n)} + W_8^{(n)} V_{8D} W_8^{(n)})/(W_8^{(n)})^2
\]

\[
V_{8B} \leftarrow -W_8^{(n)} W_{8D} W_8^{(n)}
\]

\[
V_{8C} \leftarrow -V_{8D} W_8^{(n)} W_{8A}
\]

\[
W_8^{-1} \leftarrow \begin{bmatrix} V_{8A} & V_{8B} \\ V_{8C} & V_{8D} \end{bmatrix}
\]

\[
\mu_8 = [W_8^{-1}(\mu_8^{(n)} + W_6 \mu_6)]^T
\]

70: \( (W_9^{(n)})^{-1} \leftarrow W_8^{-1}(N, N) \)

\[
\hat{x}_n \leftarrow \mu_8(N)
\]

end for

for \( n = N - 1 \) to \( 1 \) by \(-1\) do
   \[
   (W_9^{(n)})^{-1} \leftarrow W_8^{-1}(n, n)
   \]

75: \( \hat{x}_n \leftarrow \mu_8(n) \)

end for
TABLE II

CONSTRAINED LMMSE EQUALIZATION ALGORITHM FOR $\hat{x}_1$.

if $M_2 > N - 1$ then
  $W_7 \leftarrow \text{diag}\{v_{M_2-N+2}^{-1}, v_{M_2-N+3}^{-1}, \ldots, v_{M_2+1}^{-1}\}$
  $\mu_7' \leftarrow [\bar{x}_{M_2-N+2}/v_{M_2-N+2}, \bar{x}_{M_2-N+3}/v_{M_2-N+3}, \ldots, \bar{x}_{M_2+1}/v_{M_2+1}]^T$
else
  $W_7 \leftarrow \text{diag}\{v_1^{-1}, v_2^{-1}, \ldots, v_{M_2+1}^{-1}\}$
  $\mu_7' \leftarrow [\bar{x}_1/v_1, \bar{x}_2/v_2, \ldots, \bar{x}_{M_2+1}/v_{M_2+1}]^T$
end if

$W_7 \leftarrow W_7 + \sigma_{M_2+1}^2 h_{M_2+1} h_{M_2+1}^T$
$\mu_7' \leftarrow \mu_7' + \sigma_{M_2+1}^2 y_{M_2+1} h_{M_2+1}$

for $n = M_2$ to 1 by −1 do
  if $n \geq N$ then
    $W_7 \leftarrow \begin{bmatrix} v_{n-N+M_2-n}^{-1} & 0_{1 \times N+M_2-n} \end{bmatrix}$
    $W_7 \leftarrow \begin{bmatrix} W_7(1 : N, 1 : N) & \sigma_n^{-2} h_n h_n^T \\ \sigma_n^{-2} y_n h_n \end{bmatrix}$
    $\mu_7' \leftarrow [\bar{x}_{n-N+M_2-n}/v_{n-N+M_2-n}, \mu_7'^{T}]^T$
  end if
  $W_7(1 : n, 1 : n) \leftarrow W_7(1 : n, 1 : n) + \sigma_n^{-2} h_n h_n^T$
  $\mu_7'(1 : n) \leftarrow \mu_7'(1 : n) + \sigma_n^{-2} y_n h_n$
end for

end for

$W_8 \leftarrow W_7$
Compute $W_8^{-1}$ from $W_8$
$\mu_8 \leftarrow W_8^{-1} \mu_7'$
$(W_8^{-1})^{(1)} \leftarrow W_8^{-1}(1, 1)$

$\hat{x}_1 \leftarrow \mu_8(1)$
TABLE III

Constrained LMMSE Equalization Algorithm.

Compute $W_8^{(1)}$, $(W_8^{(1)})^{-1}$ and $\mu_s^{(1)}$

$W_8^{-1} \leftarrow (W_8^{(1)})^{-1}$

$\mu_s' \leftarrow W_8^{(1)} \mu_s^{(1)}$

for $n = 2$ to $L$ do

5: if $n > M_1 + 1$ then

$W_8^{-1} \leftarrow W_8^{-1} - W_8^{-1} h_n^{T} (\sigma^2_{n-M_1-1} + h_n^{T} h_n - h_n^{T} W_8^{-1} h_n) W_8^{-1}$

$\mu_s' \leftarrow \mu_s' - \sigma^2_{n-M_1-1} y_n - M_1 - 1 h_n^{T} W_8^{-1}$

end if

if $n > M_1 + N$ then

$W_8^{-1} \leftarrow W_8^{-1} (2 : 2 : end)$

$\mu_s' \leftarrow \mu_s' (2 : 2 : end)$

end if

if $n < L - M_2 + 1$ then

$W_8^{-1} \leftarrow W_8^{-1} 0_{\text{size}(W_8^{-1},1) \times 1}$

end if

if $n < L + M - M_2$ then

$W_8^{-1} \leftarrow W_8^{-1} - W_8^{-1} h_n^{bT} (\sigma^2_{n-M_2} + h_n^{bT} h_n^{b} W_8^{-1} h_n^{b}) W_8^{-1}$

$\mu_s' \leftarrow \mu_s' + \sigma^2_{n-M_2} y_n + M_2 h_n^{bT} h_n^{b} W_8^{-1}$

end if

if $n < M_1 + N + 1$ then

$(W_8^{(n)})^{-1} \leftarrow W_8^{-1} (n, n)$

$\hat{x}_n \leftarrow \mu_s (n)$

else

$(W_8^{(n)})^{-1} \leftarrow W_8^{-1} (M_1 + N, M_1 + N)$

$\hat{x}_n \leftarrow \mu_s (M_1 + N)$

end if

end for

TABLE IV

Decision Feedback Equalization Algorithm.

Compute $(W_8^{(M_1+1)})^{-1}$, $\mu_s^{(M_1+1)}$, and $\hat{x}_k$, $k \leq M_1 + 1$

Determine $\hat{x}_k$ from $\hat{x}_k$, $k \leq M_1 + 1$

$W_8^{-1} \leftarrow (W_8^{(M_1+1)})^{-1}$

$\mu_s \leftarrow \mu_s^{(M_1+1)}$

5: for $n = M_1 + 2$ to $L$ do

$\mu_s \leftarrow \mu_s (2 : end) + [\hat{x}_n - M_1 - 1 - \mu_s (1)]$

$W_8^{-1} \leftarrow W_8^{-1} (2 : end, 2 : end)$

$\mu_s \leftarrow \mu_s (2 : end, 2 : end)$

end for

if $n < L - M_2 + 1$ then

$W_8^{-1} \leftarrow W_8^{-1} 0_{\text{size}(W_8^{-1},1) \times 1}$

$\mu_s \leftarrow \mu_s (\sigma^2_{n-M_2} y_n + M_2 h_n^{bT} h_n^{b} W_8^{-1}) W_8^{-1}$

end if

if $n < L + M - M_2$ then

$W_8^{-1} \leftarrow W_8^{-1} h_n^{b} W_8^{-1} h_n^{bT} (\sigma^2_{n-M_2} + h_n^{bT} h_n^{b} W_8^{-1} h_n^{b}) W_8^{-1}$

$\mu_s \leftarrow \mu_s + \sigma^2_{n-M_2} y_n + M_2 h_n^{bT} W_8^{-1}$

end if

$(W_8^{(n)})^{-1} \leftarrow W_8^{-1} (M_1 + 1, M_1 + 1)$

20: $\hat{x}_n \leftarrow \mu_s (M_1 + 1)$

Determine $\hat{x}_n$ from $\hat{x}_n$

end for