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Abstract

In this paper, we investigate order-preserving sparse coding for classifying structured data whose atomic features possess ordering relationships. Examples include time sequences where individual frame-wise features are temporally ordered, as well as still images (landscape, street view, etc.) where different regions of the image are spatially ordered. Classification of these structured data is often tackled by first decomposing the input data into individual atomic features, then performing sparse coding or other processing for each atomic feature vector independently, and finally aggregating individual responses to classify the input data. However, this heuristic approach ignores the underlying order of the individual atomic features within the input data, and results in suboptimal discriminative capability. In this work, we introduce an order preserving regularizer which aims to preserve the ordering structure of the reconstruction coefficients within the sparse coding framework. An efficient Nesterov-type smooth approximation method is developed for optimization of the new regularization criterion, with theoretically guaranteed error bound. We perform extensive experiments for time series classification on a synthetic dataset, several machine learning benchmarks, and an RGB-D human activity dataset. We also report experiments for scene classification on a benchmark image dataset. The encoded representation is discriminative and robust, and our classifier outperforms state-of-the-art methods on these tasks.
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I. INTRODUCTION

Sparse coding has been successfully used in various computer vision applications [1] [2] [3]. Using sparse coding for classification tasks presents two advantages: 1) the method is training-free, if the dictionary is constructed by simply sampling from the training data; and 2) the method provides flexibility in handling dynamic training settings, i.e., new training samples and new class labels. Sparse coding compactly represents an objects as a linear combination of a small number of elements in a dictionary.

Data are usually structured. For example, there may exist group structures in the data. To handle such structures, two alternative methods, Elastic Net [4] and group Lasso [5] have been proposed. They favor the selection of a small number of groups of correlated dictionary samples to represent the testing data. Another example is when data are described by several types of features (modalities). In object recognition, we may extract \( K \) types of image representations from \( K \) different feature types associated with the same visual input. By minimizing the sum of \( \ell_2 \) norms of the blocks of coefficients associated with each covariate group across different feature representations, we favor similar sparsity patterns in all modalities [6]. In [7], the objective of joint sparsity is achieved by imposing an \( \ell_{2,1} \) mixed-norm penalty on the reconstruction coefficients.

In this work, we are interested in a different problem setting, i.e., to deal with a different type of structured data, under the sparse coding framework: the input is a sequence of feature vectors instead of a single feature vector, and there exist dependencies among the input feature vectors. An example is a multidimensional time series such as audio data, which admits a natural temporal ordering structure across instantaneous feature vectors at successive time stamps. Another example is a still image (in this work, still images include landscapes, street views, etc., but not general objects), which is usually composed of regions with underlying spatial arrangement (spatial ordering structure) rules. For example, the sky region should always be above the sea region, and the street region should always be between buildings on both sides. For time sequence classification, a classical solution is to apply sparse coding to the feature vector in each input frame (i.e., time stamp) individually, and then compute and aggregate reconstruction coefficients for individual frames over the entire audio sequence for classification [8]. However, the temporal structure of the sequence conveys discriminative information. Treating each frame independently would discard this important information. Similarly, for scene classification, treating individual image regions independently and ignoring their underlying spatial ordering property would also discard information.

The objective of this work is therefore to explore a novel encoding method which can not only...
Fig. 1. Application of order preserving sparse coding to human motion sequence classification (upper panel) and still image classification (lower panel). Here still images include landscape and street view images. For human motion sequence classification, we extract 3D skeleton features for each frame, denoted by $x_t$ for dictionary sample and $y_t$ for testing sample. The frame-wise features within each sequence are ordered temporally. For still image classification, we first segment each image into regions. Then for each region, we extract a frame-based feature vector, e.g., color histogram or bag of SIFT features, denoted by $x_m$ for dictionary sample and $y_m$ for testing sample. These region-based features are then ordered according to the vertical position of the region centers in a sequence. Coding coefficients for different frame/segment-wise features are color-coded on the right. The mean squared reconstruction residual is used as part of the classification criterion. Note that performing sparse coding for individual features independently makes input sequence $Y$ have strong coding coefficients on dictionary sequence $X^j$, which leads to misclassification. In contrast, our order preserving coding will have weak response from $X^j$ because $X^j$ has different ordering structure than $Y$ (even though the atomic feature vectors from both $Y$ and $X^j$ are similar).
encode structured data (e.g., time sequence and still image) discriminatively but also preserve the ordering
structure of the input data. The main idea of our work is illustrated in Figure 1, which shows why order
preservation is important. Figure 1 shows two examples of structured (ordered) data: a 3D-skeleton
feature time sequence (top panel) and an image segment-based feature sequence in the vertically ordered
way (bottom panel). For each example, there is an input sequence \( Y \) and two dictionary sequences
\( X^i \) and \( X^j \). In both examples, \( X^i \) and \( X^j \) contain similar frame/segment-wise features; however, these
individual features are ordered in different ways. Therefore, the class labels for both dictionary sequences
are different. The input sequence \( Y \) has the same class label as dictionary sequence \( X^i \). Moreover,
\( Y \) and \( X^i \) have similar frame-wise features with similar temporal or spatial ordering structures. The
reconstruction (coding) coefficients are shown on the right. If we ignore the ordering structure of the
input sequence and perform sparse coding for each frame/segment-wise feature independently, individual
input frame-wise features will receive strong response from similar dictionary items. In this sense, even if
the class labels of \( X^j \) and \( Y \) are different, \( Y \) still receives strong reconstruction (coding) coefficients from
\( X^j \) since their individual elements are very similar. As a consequence, \( Y \) will be most probably classified
into the same class as \( X^j \). Therefore, we need a regularization mechanism which can discourage strong
coding coefficients on those dictionary sequences whose ordering structures are different from those of
the input sequence (even if their individual elements are similar).

However, how to utilize the ordering information for structured data has been largely ignored in
current sparse coding literature. Previously designed regularization schemes [4], [5], [6], [7] cannot be
directly applied to address the order preserving problem. A smoothness regularizer (e.g., total variation)
is sometimes paired with a sparse regularizer such that correlated features in the input space map to
similar coefficients. An example is fused lasso [39], where the reconstruction coefficients learned for
highly correlated features have similar values. Another example is Zhao et al. [21], which applied a
weighted smoothness regularizer for predicting unusual local video events. Since similar motion features
at neighboring patches are more likely to be involved in a usual event, it is reasonable to enforce that
similar reconstruction weight vectors be assigned to neighboring cuboids. However, smooth codes do not
necessarily correspond to order-preserving codes.

Our order preserving regularizer penalizes the misfit of the temporal or spatial order of the reconstruc-
tion coefficients for individual atomic features with respect to the underlying order of the atomic features
within the input data. The resulting optimization problem is convex but non-smooth. We develop an
efficient Nesterov-type smooth approximation method [9] for optimization with theoretically guaranteed
error bound. To the best of our knowledge, this is the first attempt to address this ordering consistency
issue for sparse coding. The classical smooth regularization framework encourages smoothness of the
target function, but this does not guarantee that the reconstruction coefficients for the test sequence follow
the same ordering pattern as in the dictionary sequence. Our method inherits the discriminative capability
of conventional sparse coding and further boosts this capability by explicitly encoding temporal or spatial
ordering structures.

The rest of this paper is organized as follows. Section II discusses related work on time series and
still image classification. Section III presents the problem formulation and our optimization procedure.
Extensive experimental results and discussions are presented in Section IV. Section V concludes the
paper.

II. RELATED WORK

In this section, we discuss the disadvantages of previous attempts to utilize the ordering structure
information and then the motivations our approach.

A. Temporally-Ordered Structured Data

Time series classification is an active research topic. Hidden Markov models (HMMs) [10] is the most
popular approach to sequence classification. A segmental hidden Markov model (HMM) was recently
used to characterize the waveform shape for recognition [11]. Dynamic Time Warping (DTW) [12] is also
widely used for time series classification. Rodrigues et al. [13] proposed a DTW decision tree method
for time series classification. Hayashi et al. [14] used DTW distances to embed time series into a lower
dimensional space by Laplacian eigenmap. The computational burden of DTW-based methods is generally
high. Xi et al. [15] proposed numerosity reduction to accelerate nearest-neighbor DTW. Another tool for
sequence classification is Recurrent Neural Networks (RNN) [16], which is a modification of a general
Neural Network architecture that considers the temporal structure. However, training the model using
back propagation is also complex and slow [16]. In contrast, our method uses fixed dictionary sequences
which are sampled from the training data and thus it requires no dictionary learning. Owing to an efficient
approximate optimization scheme, the testing time complexity of our method is comparable with the
above mentioned sequence classification methods. The n-gram model [18] is also used for sequence
modeling for speech recognition; however, it lacks explicit representation of long range dependency,
and it is very sensitive to temporal scaling. In contrast, our proposed regularization scheme does not
have these limitations. Although some other works [19] [20] [21] also study sparse coding for temporally
varying signals (events, images), their regularization framework only uses traditional temporal smoothness
constraints. None of these works directly considers temporal ordering information. Our method inherits
the good discriminative capability of sparse coding and also preserves the ordering structure of the input
data. Therefore, it achieves better classification performance.

B. Spatially-Ordered Structured Data

The bag-of-words (BoW) model has been widely used in still image classification due to its good
accuracy, simplicity and robustness to image variations. In this work, still images mean images with
strong spatial ordering structure such as landscape, street view etc. However general images are not
considered here. Each visual feature (e.g., SIFT [37]) extracted from the image is assigned to a visual
feature prototype (i.e., visual word) by nearest neighbor searching, and then a histogram representation
is computed by counting the occurrence of each visual word. As the BoW model cannot encode spatial
information, Lazebnik et al. [33] extended the BoW model with Spatial Pyramid Matching Kernel (SPM)
by exploiting the spatial information of location regions. Yang et al. [35] proposed an extension of SPM
by using Sparse Coding (ScSPM), which achieved the state-of-the-art performance in image classification.
By replacing k-means with sparse coding, the accuracy of the quantization process is improved. Object
positions and scales in the image usually have large variations and therefore the fixed spatial pyramid
feature pooling approach is not always optimal. To address this issue, Sadeghi and Tappen [29] proposed
a latent pyramidal regions (LPR) representation for scenery image classification and all possible sub-
windows of the images are fed into a latent SVM training procedure to make the classification robust to
different spatial configurations of images. Yan et al. [32] introduced a two-level feature extraction and
pooling framework for image classification that includes a comprehensive set of windows densely sampled
over location, size and aspect ratio. To explore the dependence information among nearby local features,
Gao et al. [28] proposed a Laplacian sparse coding method by taking into account the correlation among
the local features. The kNN method is used to construct a Laplacian matrix that characterizes the similarity
of local features. This Laplacian matrix is incorporated into the objective function of sparse coding to
preserve the consistence in sparse representation of similar local features. Recently, Balasubramanian et
al. [30] proposed a smooth sparse coding framework based on kernel-smoothing for incorporating feature
similarity information between the samples into sparse coding.

These works only consider the object position/scale variations in the images and the local consistency
between neighboring visual features in feature coding. The important spatial ordering structures between
elements (segments) in still images were not considered.
III. ORDER PRESERVING SPARSE CODING

A. Notation

We denote scalars and vectors by lower case roman and bold fonts respectively, and matrices by upper case letters. The input is a sequence of ordered atomic feature vectors \( Y = [y_1, y_2, \cdots, y_t] \) where each \( y_i \) is a \( D \)-dimensional feature vector, and \( t \) denotes the length of the sequence. For a time sequence, \( i \) denotes the temporal index and \( y_i \) is the atomic feature vector extracted from the \( i \)-th frame. For a still image, we first segment an image into \( t \) regions (segments). We extract an atomic feature vector \( y_i \) from each region (e.g., color histogram or bag of SIFT features). Then \( Y \) is ordered according to the spatial coordinates of the centers of these regions (patches, image segments). We order atomic feature vectors extracted from all regions either horizontally according to the x-coordinate or vertically according to the y-coordinate. We are given a basis dictionary denoted by \( X = \{(X_1, y_1), (X_2, y_2), \cdots, (X_S, y_S)\} \), where \( S \) is the number of dictionary sequences. Each sequence \( X_j \) is also an ordered atomic feature vector sequence represented by \( X_j = [x_{j1}, x_{j2}, \cdots, x_{jt_j}] \), where \( t_j \) is the length of the \( j \)-th sequence (i.e., number of time stamps in a time sequence or number of image patches/segments in an image) and \( y_j \) is the corresponding class label. Each \( x_{ji} \) is a \( D \)-dimensional feature vector normalized to be of unit \( \ell_2 \) norm. Note that \( t_j \) may vary from sequence to sequence. The class label \( y_j \) has \( C \) possible values \( \{1, 2, \cdots, C\} \). For example, in human action classification we have \( C \) categories for actions such as walking, running, and standing. We stack all the sequences (i.e., for each sequence the temporal order or horizontal/vertical spatial order within the sequence is retained) in the dictionary one by one, and represent the dictionary by a \( D \times N \) matrix \( X = [X_1, X_2, \cdots, X_S] \), where \( N = \sum_{j=1}^{S} t_j \) is the total number of feature vectors. We denote by \( \alpha_i \) the \( N \)-dimensional vector of reconstruction coefficients for the input vector \( y_i \), which is a linear combination of all dictionary entries. Let \( \alpha = (\alpha_1; \alpha_2; \cdots; \alpha_t) \), and denote by \( \alpha_{ji} \) the \( t_j \)-dimensional reconstruction coefficients for input vector \( i \) from the dictionary sequence \( j \). Using this convention, we further denote by \( \alpha_{j} = (\alpha_{j1}; \alpha_{j2}; \cdots; \alpha_{jt_j}) \) the reconstruction coefficients from the \( t_j \) feature vectors of the dictionary sequence \( j \).

B. Order Preserving Regularizer

A straightforward way to represent an input sequence within the sparse coding framework is to first decompose the input sequence into atomic feature representations, e.g., frame-based feature vectors at individual time stamps for time sequence or region-based feature vectors for individual image regions/patches for still image. Then sparse coding is performed for each atomic feature representation vector independently. Finally individual responses (reconstruction coefficients) are aggregated for...
classification. However, this approach is suboptimal because these types of input data have very strong ordering structures across individual atomic feature vectors. Our proposed regularization scheme explicitly addresses this problem and is formulated as

\[ F(\alpha) = f(\alpha) + \lambda_1 G(\alpha) + \lambda_2 P(\alpha), \]

where \( f(\alpha) \), \( G(\alpha) \) and \( P(\alpha) \) represent the least squared data fitting term, the sparsity term, and the order preserving regularization term, respectively, and \( \lambda_1 \) and \( \lambda_2 \) are the corresponding weighting factors.

We first require that the reconstruction coefficients for all individual feature vectors of the input sequence be nonzero on only a few dictionary sequences. As the input sequence normally matches only a few dictionary sequences, spreading the reconstruction coefficients throughout all dictionary sequences degrades the representation discriminative capability. To this end, we adopt an \( \ell_{2,1} \) norm group-sparsity regularizer as in multitask joint sparse coding [7]. Thus the first term of our regularization criterion is

\[ G(\alpha) = \sum_{j=1}^{S} \| \alpha_j \|_2. \]

The second term of our regularization criterion is the order preserving regularizer. For a time sequence, the goal is to prevent the reconstruction coefficients of the input feature vector \( i \) (i.e., at the time stamp \( i \) of the input sequence) of the \( j \)-th dictionary sequence from being behind those of the input vector \( i + 1 \) (at the time stamp \( i + 1 \) of the input sequence). Similarly, for a still image, the goal is to prevent the reconstruction coefficients of the input feature vector \( i \) (i.e., the \( i \)-th patch-based feature vector in the horizontally (left to right) or vertically (top to bottom) ordered image patch feature sequence) of the \( j \)-th dictionary sequence from being on the right of or below those of the input vector \( i + 1 \). In other words, the nonzero reconstruction coefficients for individual feature vectors obey the same order as the corresponding feature vectors in the input sequence. To encourage such ordering, we consider the expression

\[ (w_j^T (\alpha_i^j - \alpha_{i+1}^j))_+ \triangleq \max \{ w_j^T (\alpha_i^j - \alpha_{i+1}^j), 0 \}, \]

where \( w_j \) is a vector that has the same length as the corresponding dictionary sequence \( j \) and is element-wise increasing. \((\cdot)_+ \) denotes \( \max(\cdot, 0) \). Thus, \( w_j(i) < w_j(i') \), \( \forall i < i' \). The dot product \( w_j^T \alpha_i^j \) approximates the temporal/spatial ordering position of the responses for the \( i \)-th input vector \( y_i \) from dictionary sequence \( j \). When the sum of all entries in \( \alpha_i^j \) is one, the sum \( w_j^T \alpha_i^j \) can be considered as the approximated ordering position. Otherwise \( w_j^T \alpha_i^j \) can be considered as the importance weighted version of the approximated ordering position. Therefore \( w_j^T \alpha_i^j > w_j^T \alpha_{i+1}^j \) means that the approximated ordering position of the response for the \( (i + 1) \)-th input vector on dictionary sequence \( j \) precedes that
of the $i$-th input vector, which is the case to penalize. We call $w_j$ an ordering-prior-multiplier, and in this work we choose the following simple choice for $w_j$, namely element-wise linear:

$$w_j = \left( \frac{1}{t_j}, \frac{2}{t_j}, \ldots, \frac{t_j-1}{t_j}, 1 \right)^T.$$  (4)

Recall that $t_j$ denotes the length (number of atomic features) of sequence $j$. Note that the ordering-prior-multiplier reflects the increase of time stamp or the increase of spatial position index from left to right (top to bottom). The order preserving regularization term is obtained by summing (3) over all consecutive elements of the input sequence and over all dictionary sequences, namely,

$$P(\alpha) = \sum_{i=1}^{t-1} \sum_{j=1}^S \max(w_j^T \alpha_i^j - w_j^T \alpha_{i+1}^j, 0).$$  (5)

An illustration of the effect of the regularizer (5) in the case of time sequence classification (e.g., human action classification) is given in Figure 2. The input is a 3D-skeleton feature sequence with three frames, $Y = [y_1, y_2, y_3]$. There are two dictionary sequences $X^i$ and $X^j$. We see that $X^i$ and $X^j$ contain the same frame-wise features. However, their frame-wise features are temporally ordered in different ways. Therefore the action labels for both dictionary sequences are different. The input sequence $Y$ has the same action label as dictionary sequence $X^i$, i.e., the same frame-wise features in the same temporal order. The right side of Figure 2 shows the reconstruction coefficients for all frame-wise features on dictionary sequences $X^i$ (upper) and $X^j$ (bottom). The reconstruction coefficients corresponding to different frame-wise features are color-coded. For the reconstruction coefficients on $X^i$, we see that the mean approximate temporal position of the reconstruction coefficients follows the input ordering structure, thus $w_i^T \alpha_i^j - w_i^T \alpha_{i+1}^j < 0$ for $t = 1, 2$ and the penalty of our regularizer is zero, i.e., $\sum_{t=1}^2 \max(w_i^T \alpha_i^j - w_i^T \alpha_{i+1}^j, 0) = 0$. For the reconstruction coefficients on $X^j$, while individual input frame-wise features receive strong response from similar items in the dictionary, there is a strong ordering difference between $Y$ and $X^j$. This results in a penalty, i.e., $\sum_{t=1}^2 \max(w_j^T \alpha_i^j - w_j^T \alpha_{i+1}^j, 0) > 0$. In this case, the proposed regularizer will most likely attenuate the coding coefficients, which results in a small penalty value, i.e., $\sum_{t=1}^2 \max(w_j^T \alpha_i^j - w_j^T \alpha_{i+1}^j, 0) \approx 0$. Figure 3 shows the coding effects using different regularization schemes including: 1) sparse regularizer, 2) sparse and smooth regularizer (e.g., fused lasso [39] of the form $\sum_{j=1}^S \|\alpha^j\|_1 + \lambda \sum_{j=1}^S \sum_{i=1}^{t_i-1} \|\alpha_i^j - \alpha_{i+1}^j\|_1$), and 3) our order preserving regularizer. We see that the sparse regularizer simply yields sparse reconstruction coefficients. The sparse and smooth regularizer favors similar reconstruction values for temporally nearby input features. However, these regularizers cannot enforce the order preserving property. In contrast, our regularization scheme achieves that goal. We note from the mathematical formulation that our proposed order preserving regularizer seems
Fig. 2. Application of the regularizer (5) to human action sequence classification. The reconstruction coefficients that follow the temporal order of the input sequence are not penalized by the order-preserving regularizer (upper row). Those do not follow the ordering structure of the input sequence are penalized (middle row). In this case, the proposed regularizer will weaken the coding response on the dictionary sequence $X^j$ which has a different ordering structure than the input sequence $Y$ (bottom row).

like an one-sided version of the fused lasso regularizer. However, the sparse and smooth regularizer (e.g., fused lasso) is not able to force the reconstruction coefficients of the input feature vector at frame $i$ to appear before those of the $i+1$-th frame. Therefore, it cannot enforce the order preserving property.

**Discussion:** 1) The proposed regularizer preserves the ordering structure approximately. When the sum of all entries in $\alpha_i^j$ is one, the sum $w_j^T \alpha_i^j$ can be considered as the expected relative ordering position. When the sum of the entries in $\alpha_i^j$ is not equal to one, $w_j^T \alpha_i^j$ can be considered as the importance weighted sum of $\alpha_i^j$. Then $w_j^T \alpha_i^j/|\alpha_i^j|$ can still be considered as the expected relative ordering position. If we constrain each element $\alpha_i^j$ to take binary values 0 or 1 to enforce exactly matching a dictionary element, the optimization becomes infeasible (NP-hard). Regarding the trade-off between accuracy and efficiency, the proposed relaxation (approximation) of $\alpha_i^j$ is quite standard in computer vision. 2) Although our approximation is based on the assumption that the learned reconstruction coefficients are non-negative,
we can regard that a negative value for the entry of $\alpha_{ij}$ means there is out-of-segment extrapolation. In the experimental part, we will empirically show that even if we do not explicitly enforce this non-negative constraint in our objective function formulation, most of the learned coefficients are non-negative and the few negative coefficients mostly do not affect the algorithmic performance. We will also provide a positivity correction version of our coding algorithm by setting the negative reconstruction coefficients to zero after each iteration.

C. Objective Function and Optimization

Here we formally state our regularization criterion. The reconstruction error term is

$$f(\alpha) = \frac{1}{2} \sum_{i=1}^{t} \|y_i - Xw_i\|^2_2,$$

which is a convex, smooth, differentiable function with Lipschitz constant $L_f = \|X^TX\|_F$, where $\|\cdot\|_F$ denotes the Frobenius norm.
The group-sparsity regularizer of (2) is an $\ell_{2,1}$ mixed-norm, which is convex and nonsmooth. However, the norm $\|\alpha^j\|_2$ can be written as
\[
\|\alpha^j\|_2 = \max_{\|v_j\|_2 \leq 1} \langle \alpha^j, v_j \rangle.
\] (7)
We use the Nesterov smooth approximation method of [9] and approximate (7) by the smooth function
\[
q_{\mu,j}(\alpha^j) = \max_{\|v_j\|_2 \leq 1} \left\{ \langle \alpha^j, v_j \rangle - \frac{1}{2}\mu\|v_j\|_2^2 \right\},
\] (8)
where $\mu$ is a parameter that controls the approximation accuracy. The unique maximizer of (8), denoted by $v_j(\alpha^j)$, is derived as
\[
v_j(\alpha^j) = \begin{cases} \frac{\alpha^j}{\mu^j}, & 0 \leq \|\alpha^j\|_2 \leq \mu, \\ \frac{\alpha^j}{\|\alpha^j\|_2}, & \|\alpha^j\|_2 > \mu. \end{cases}
\] (9)
The smooth approximation of (2) is therefore obtained as
\[
G_{\mu}(\alpha) = \sum_{j=1}^{S} q_{\mu,j}(\alpha^j).
\] (10)

The order preserving regularization function is given by $P(\alpha)$ in (5). By simple manipulation, we rewrite $P(\alpha)$ more compactly as (we note that $W_i \alpha$ is a scalar):
\[
P(\alpha) = \sum_{i=1}^{S \times (t-1)} \|(W_i \alpha)_{+}\|_1 = \sum_{i=1}^{S \times (t-1)} (W_i \alpha)_{++},
\] (11)
Here each $W_i, i = 1, 2, \cdots, (t-1) \times S$, is an $N$-dimensional row vector given by
\[
W_{(h-1) \times S+j} = (0, \cdots, 0, w_j^T, 0, \cdots, 0, -w_j^T, 0, \cdots, 0),
\] (12)
for $h = 1, 2, \cdots, t-1, j = 1, 2, \cdots, S$. The positions of $w_j^T$ and $-w_j^T$ correspond to those of $\alpha^j_h$ and $\alpha^j_{h+1}$ in $\alpha$, respectively. As mentioned above, the regularizer (11) encourages order preserving for the reconstruction coefficients for individual feature vectors of the input sequence. The function $(W_i \alpha)_{++}$ is convex and nonsmooth. Moreover,
\[
(W_i \alpha)_{+} = \max_{0 \leq v_i \leq 1} (W_i \alpha)v_i.
\] (13)
Using the Nesterov smooth approximation method again, we approximate (13) by the following smooth function
\[
p_{\mu,i}(\alpha) = \max_{0 \leq v_i \leq 1} \left\{ (W_i \alpha)v_i - \frac{1}{2}\mu v_i^2 \right\},
\] (14)
where $\mu$ is the parameter that controls the approximation accuracy. For fixed $\alpha$, the unique maximizer of (14) is derived as
\[
v_i(\alpha) = \min \left\{ 1, \max \left( 0, \frac{W_i \alpha}{\mu} \right) \right\}.
\] (15)
We then construct a Nesterov-type smooth approximation of $P(\alpha)$ as

$$P_\mu(\alpha) = \sum_{i=1}^{S\times(t-1)} p_{\mu,i}(\alpha),$$

$$= \max_{\|v\|_\infty \leq 1, \ v \geq 0} \left\{ \langle W\alpha, v \rangle - \frac{1}{2\mu}\|v\|_2^2 \right\},$$

(16)

where the matrix $W$ is given by $W = (W_1; \cdots; W_{(t-1)\times S})$, and the vector $v$ by $v = (v_1; \cdots; v_{(t-1)\times S})$.

The nonsmoothed objective function is defined as

$$F(\alpha) = \frac{1}{2} \sum_{i=1}^{t} \|y_i - X\alpha_i\|_2^2 + \lambda_1 \sum_{j=1}^{S} \|\alpha_j\|_2 + \lambda_2 \sum_{i=1}^{S\times(t-1)} (W_i\alpha)_+, \quad (17)$$

for problems with one-dimensional ordering structure, e.g., a time sequence with temporal ordering.

A still image has a multi-dimensional ordering structure. That is, the segments of the image have spatial ordering in both horizontal and vertical directions. We extend (17) to incorporate order-preserving regularizers for both directions as

$$F_s(\alpha, \alpha') = \frac{1}{2} \sum_{i=1}^{t} (\|y_i - X\alpha_i\|_2^2 + \|y'_i - X'\alpha'_i\|_2^2)$$

$$+ \lambda_1 \sum_{j=1}^{S} (\|\alpha_j\|_2 + \|\alpha'_j\|_2) + \lambda_2 \sum_{i=1}^{S\times(t-1)} ((W_i\alpha)_+ + (W_i\alpha')_+). \quad (18)$$

Here, $Y = [y_1, \cdots, y_t]$ and $Y' = [y'_1, \cdots, y'_t]$ denote the input sequence which is horizontally and vertically ordered. Namely, the image is first segmented into $t$ segments (patches) and we extract a patch-based feature (atomic feature representation vector $y_i$ or $y'_i$) for each patch. We then order $\{y_i\}$ and $\{y'_i\}$ into horizontally and vertically ordered sequences $Y$ and $Y'$ based on the image coordinates of the centers of these patches, i.e., the image patch corresponding to $y_i$ is spatially situated on the left of the patch corresponding to $y_{i+1}$. Accordingly, $X$ and $X'$ denote the dictionary sequences which are horizontally or vertically ordered. $\alpha$ and $\alpha'$ are the corresponding reconstruction (coding) coefficients for preserving the horizontal and vertical spatial orders, respectively.

The above objective functions are convex but nonsmooth. According to (10) and (16), $F(\alpha)$ can be approximated by the convex and smooth function

$$F_\mu(\alpha) = f(\alpha) + \lambda_1 G_\mu(\alpha) + \lambda_2 P_\mu(\alpha).$$

(19)

We adopt (19) as our regularization criterion. The gradient of $F_\mu(\alpha)$ is $\nabla F_\mu(\alpha) = \nabla f(\alpha) + \lambda_1 \nabla G_\mu(\alpha) + \lambda_2 \nabla P_\mu(\alpha)$, and the corresponding Lipschitz constant is $L_{F_\mu} = L_f + \lambda_1 L_{G_\mu} + \lambda_2 L_{P_\mu}$.

In the following, we introduce the approximate optimization technique for $F(\alpha)$. The optimization method for $F_s(\alpha, \alpha')$ is similar. To minimize $F_\mu(\alpha)$, we use the efficient accelerated proximal gradient
(APG) method [22], which has rate of convergence $O(1/n^2)$, where $n$ is the iteration number. In terms of the desired residue $\epsilon$, i.e., $|F_\mu - \min F_\mu| \leq \epsilon$, by choosing $\mu \approx \epsilon$ we have the rate of convergence $O(1/\epsilon)$.

Algorithm 1 shows the optimization procedure. The regularization parameters $\lambda_1$ and $\lambda_2$ are chosen by cross-validation on a validation subset sampled from the training data. In particular, we consider values of $\lambda_1$ and $\lambda_2$ in the set $\{0.001, 0.01, 0.1, 1.0, 10, 100, 1000\}$. The testing time complexity of our order preserving sparse coding method (MTO-SC) is $O\left(n(t^2SD + \tilde{t}^2S^2)\right)$, where $\tilde{t}$ denotes the average length of sequence, $S$ the number of training sequences and $D$ the dimensionality of the frame-wise features. The gradient computation step in Algorithm 1 could be implemented using parallel computing, e.g., GPU.

Because the gradient of $F_\mu(\alpha)$ is a summation over the frame index of the testing sequence, this would further accelerate the gradient computation by a factor of $t$.

**Algorithm 1:** Optimization procedure for (19)

**Inputs:** $X \in \mathbb{R}^{D \times N}$, $\{W_i \in \mathbb{R}^{1 \times N}, i = 1, 2, \cdots, S(t - 1)\}$, $\lambda_1, \lambda_2, \mu$, $\{y_i, i = 1, \cdots, t\}$.

**Output:** $\alpha = (\alpha_1; \alpha_2; \cdots; \alpha_t) \in \mathbb{R}^{tN}$.

**Initialization:** Calculate $L_{F_\mu} = L_f + \lambda_1 L_{G_\mu} + \lambda_2 L_{P_\mu}$. Initialize $\alpha_0, \beta_0 \in \mathbb{R}^{tN}$ to be zero vectors, and let $\gamma_0 = 0$, $k = 0$.

**repeat**

1. $u_k = (1 - \gamma_k)\alpha_k + \gamma_k \beta_k$,
2. Calculate the gradient $\nabla F_\mu(u_k)$.
3. $\beta_{k+1} = \beta_k - \frac{1}{\gamma_k L_{F_\mu}} \nabla F_\mu(u_k)$,
4. $\alpha_{k+1} = (1 - \gamma_k)\alpha_k + \gamma_k \beta_{k+1}$,
5. $\gamma_{k+1} = \frac{2}{k+1}$,
6. $k \leftarrow k + 1$.

until convergence;

**D. Analysis**

Here, we analyze the approximations (10) and (16) and bound the approximation errors.

**Proposition 1.** $G_\mu(\alpha)$ is a $\mu$-accurate approximation to $G(\alpha)$, that is

$$G_\mu(\alpha) \leq G(\alpha) \leq G_\mu(\alpha) + \frac{1}{2} \mu S. \quad (20)$$

This result is a special case of Nesterov’s approximation theorem [9] [Equation 2.7]. See proof in Appendix A in the supplemental material.
Theorem 1. The function $G_\mu(\alpha)$ is convex and continuously differentiable. Moreover, its gradient $\nabla G_\mu(\alpha) = \sum_{j=1}^{S} v_j(\alpha^j)$ is Lipschitz continuous with constant $L_{G_\mu} = \frac{4N}{\mu}$.

This result is a special case of Nesterov’s approximation theorem [9] [Theorem 1]. See proof in Appendix B in the supplemental material.

Proposition 2. $P_\mu(\alpha)$ is a $\mu$-accurate approximation to $P(\alpha)$, that is

$$P_\mu(\alpha) \leq P(\alpha) \leq P_\mu(\alpha) + \frac{1}{2} \mu S(t - 1).$$

(21)

This result is a special case of Nesterov’s approximation theorem [9] [Equation 2.7]. See proof in Appendix C in the supplemental material.

Theorem 2. The function $P_\mu(\alpha)$ is convex and continuously differentiable. Moreover, its gradient $\nabla P_\mu(\alpha) = \sum_{i=1}^{S(t-1)} W_i^T v_i(\alpha)$ is Lipschitz continuous with constant $L_{P_\mu} = \frac{1}{\mu} \sum_{i=1}^{S(t-1)} \|W_i\|^2_2$.

This result is a special case of Nesterov’s approximation theorem [9] [Theorem 1]. See proof in Appendix D in the supplemental material.

E. Out-of-Sample Classification Rules

For unseen testing data such as a time sequence or a still (e.g., scenery) image, we extract frame-wise or segment-wise feature vectors and arrange them in a temporally/vertically/horizontally ordered way. We then calculate the reconstruction coefficients on the dictionary sequences using Algorithm 1. We use the same classification criterion as in [7]. The input sequence will most likely receive strong coding responses (reconstruction coefficients) from those closely related dictionary sequences (i.e., of the same class), and the reconstruction coefficients on the unrelated dictionary sequences will be likely smaller. Therefore if we reconstruct the input sequence using only one dictionary sequence (or a subset of dictionary sequences grouped by their corresponding class labels), the reconstruction error on the related sequence (or group) will most likely be smaller than that of the unrelated sequence (or group). Thus we can use the reconstruction error to perform classification. The classification procedure is as follows.

Time Sequence Classification: We first arrange the dictionary sequences into groups according to the class labels of the sequences. We denote by $X^{(j)} = [X_{j1}, X_{j2}, \cdots]$ the set of dictionary sequences from the $j$-th class. Here $X_{ji}$ denotes the $i$-th sequence in $X^{(j)}$ that belongs to the $j$-th class, i.e., $j \in \{1, \cdots, C\}$ assuming $C$ classes. Let $\alpha^{(j)}$ denote the corresponding reconstruction coefficients for $X^{(j)}$. One can approximate the input sequence $Y$ by using only the optimal coefficients associated with the $j$-th class...
as $X^{(j)}\alpha^{(j)}$. Following [7], the predicted class label is the one with the lowest total reconstruction error:

$$j_{opt} = \arg \min_j \|Y - X^{(j)}\alpha^{(j)}\|_F^2.$$  (22)

**Still Image Classification:** We extract region-based features from the segmented image regions and order them horizontally and vertically as sequences $Y$ and $Y'$, respectively. Similarly, we denote by $X^{(j)}$ and $X'^{(j)}$ the sets of horizontally and vertically ordered dictionary sequences from the $j$-th class and by $\alpha^{(j)}$ and $\alpha'^{(j)}$ the corresponding reconstruction coefficients for $X^{(j)}$ and $X'^{(j)}$, respectively. The predicted class label is the one with the lowest joint total reconstruction error:

$$j_{opt} = \arg \min_j \|Y - X^{(j)}\alpha^{(j)}\|_F^2 + \|Y' - X'^{(j)}\alpha'^{(j)}\|_F^2.$$  (23)

**IV. Experiments**

To evaluate the effectiveness of our proposed method, we conduct experiments on multidimensional time series classification on a synthetic dataset, three machine learning benchmarks, and a real-world RGB-D human activity dataset. We also test our algorithm on a scenery image classification dataset. We perform both qualitative and quantitative evaluations to demonstrate the effectiveness of the proposed method on order preserving encoding. We also show the discriminative capability of the proposed method by comparing it with other state-of-the-art algorithms for time sequence and scenery image classification.

**A. Synthetic Dataset**

Consider the following eight polynomial functions:

$$f^1(i) = \frac{\pi}{4}, \quad f^2(i) = \frac{\pi}{5}, \quad f^3(i) = \frac{\pi}{10}, \quad f^4(i) = \frac{i}{10}, \quad f^5(i) = \frac{\pi}{10}(4 - i),$$

$$f^6(i) = \frac{\pi}{10}(i - 2)^2, \quad f^7(i) = \frac{2\pi}{5} - \frac{\pi}{10}(i - 2)^2, \quad f^8(i) = \frac{\pi}{5}\left|\sin\left(\frac{\pi}{2}i\right)\right| + \frac{\pi}{10}.$$  (24)

From these functions, we generate eight length-5 two-dimensional time series

$$X_j = \begin{bmatrix}
\sin(f^j(0)) & \sin(f^j(1)) & \cdots & \sin(f^j(4)) \\
\cos(f^j(0)) & \cos(f^j(1)) & \cdots & \cos(f^j(4))
\end{bmatrix},$$

$$j = 1, 2, \cdots, 8.$$  (25)

For each sequence, we add independent Gaussian noise samples with zero mean and variance 0.2 at each time stamp. We select the fourth sequence from the dictionary as the test time series input, i.e., $Y = X_4$. Each dictionary sequence is labeled with a different class.

In our comparisons, we use a) sparse coding (SC) which computes reconstruction coefficients for each frame of the input sequence individually; b) multitask group sparse coding (Group-SC) [7]; and c) the
proposed order-preserving sparse coding method (MTO-SC). Reconstruction coefficients are shown in Figure 4. We observe that the reconstruction coefficients from sparse coding are similar among different dictionary sequences and therefore the representation is less discriminative. This is because sparse coding does not utilize any structure information of either the dictionary or the input sequence. Moreover, the reconstruction coefficients from multitask group sparse coding [7] are nonzero on few sequences. However, without enforcing the temporal order constraint, dictionary sequences with similar individual features but different ordering structures receive similar reconstruction coefficients, which results in ambiguities. Since our method explicitly encourages temporal order preservation, the reconstruction coefficients tend to follow the temporal ordering of the input sequence.

**B. Machine Learning Benchmarks**

We apply the proposed algorithm on three benchmark time series datasets:

- **UCI Australian Sign Language signs (High Quality) Dataset** [23]: It consists of 2565 samples of Auslan signs captured from 9 native signers using high-quality position trackers. The dataset contains 95 different signs, with 27 samples per sign. The average length of each sign is about 60
frames. Each frame is represented as a 15 dimensional feature vector consisting of hand position \((X, Y, Z)\), roll, yaw, pitch, bend measurements of different fingers. For the ease of experiment, we randomly selected 4 subsets of the whole dataset with each subset containing 20 categories, denoted by AusLan1, AusLan2, AusLan3 and AusLan4, respectively.

- **UCI Spoken Arabic Digits Dataset** [24]: It contains time series of mel-frequency cepstrum coefficients (MFCCs) corresponding to spoken Arabic digits. The dataset includes data from 44 male and 44 female native Arabic speakers, capturing 8800 \((10 \text{ digits} \times 10 \text{ repetitions} \times 88 \text{ speakers})\) time series of 13 Frequency Cepstral Coefficients (MFCCs). The average length of each sample is about 40 frames.

- **CMU Motion Capture Dataset (CMU MoCap)** [25]: We use the same subset as in [26] which includes 5 actions, i.e., jumping, golf swing, running, climbing and walking. The dataset contains 225 sequences with average length of 300 frames. Each frame is represented by rotation angles of 11 joints and end points including head, shoulders, elbows, hands, knees and feet.

We randomly split each dataset into training and testing sets with equal size. The random split is performed 10 times and all the reported testing results are averaged over the 10 random choices of the training and testing partition. For each frame, we normalize the feature vector to be of unit \(\ell_2\) norm. We compare our method (MTO-SC) (with testing time complexity \(\mathcal{O}(n(\tilde{t}^2SD + \tilde{t}^2S^2))\)) with the following state-of-the-art time series classification methods:

1) Segmental Hidden Markov Model [11] (S-HMM). Its testing time complexity is \(\mathcal{O}(m^2\tilde{t}^2SD)\), where \(m\) denotes the number hidden states, \(\tilde{t}\) the average length of sequences, \(S\) the number of training sequences, and \(D\) the dimensionality of the frame-wise features.

2) DTW-based decision tree method [13] (DTW-DT). Its testing time complexity is \(\mathcal{O}(\tilde{t}^2SD)\).

3) DTW-based distance embedding [14] (DTW-DE). Its testing time complexity is \(\mathcal{O}(\tilde{t}^2SD)\).

4) Numerosity reduction based DTW [15] (NR-DTW). It is an accelerated version of DTW.

5) Multi-resolution symbolic representation [17] (MSR). Its testing time complexity is \(\mathcal{O}(\tilde{t}DB + BS)\), where \(B\) denotes the codebook size.

6) Sparse coding performed for every individual input frame (SC) followed by majority voting. The coding uses an APG-based optimization method similar to that of our MTO-SC algorithm. Its testing time complexity is \(\mathcal{O}(n\tilde{t}^2SD)\).

7) Multitask group sparse coding [7] (Group-SC). Its testing time complexity is similar to SC.

8) Fused lasso method with the objective function \(F(\alpha) = \frac{1}{2} \sum_{i=1}^{t} \|y_i - X\alpha_i\|_2^2 + \lambda_1 \sum_{j=1}^{S} \|\alpha^j\|_1 + \)
\[ \lambda_2 \sum_{j=1}^{S} \sum_{i=1}^{t-1} \| \alpha_{i}^j - \alpha_{i+1}^j \|_1 \] and APG-based optimization method similar to that of our MTO-SC algorithm. Its testing time complexity is \( O(n^2 SD) \).

For all competing algorithms, their corresponding parameters (e.g., \( \lambda_1 \) and \( \lambda_2 \) in MTO-SC, number of hidden states for HMM and number of neighborhood samples for DTW, etc.) are set by cross-validation on a validation subset sampled from the training data. For our MTO-SC algorithm, we also implement a positivity correction version by setting the negative reconstruction coefficients to zero after each iteration of Algorithm 1. We denote this version of our algorithm by MTO-SC(PC).

We implemented these algorithms using Matlab 2010 on a 2.63 GHz machine with 8GB of memory. Figure 5 shows several typical convergence curves of Algorithm 1 on the AusLan1 dataset. We note that convergence is relatively fast. We empirically set the maximum number of iterations to 200, since for all experiments in this work the change in the objective function value becomes less than 1\% after 200 iterations. The average testing time per sample on the AusLan1 dataset for S-HMM, NR-DTW (the fastest DTW-based method among the three), MSR, SC, Group-SC, Fused Lasso and MTO-SC is 3.5, 1.5, 2.8, 2.0, 2.2, 2.3 and 2.4 seconds, respectively. We see that MTO-SC is among the most efficient methods in testing. For training, S-HMM, DTW-DT, DTW-DE, NR-DTW and MSR take about 4, 13, 3, 2.5 and 1.5 minutes, respectively, and the rest do not require training.

In Table I, we report the mean classification accuracies averaged over 10 random splits with standard deviations. We make two observations. First, MTO-SC achieves the highest classification accuracy, owing to its ability to encode the temporal ordering structure for time series classification. Second, the positivity correction version MTO-SC(PC) has very similar classification performance to MTO-SC. Indeed, our experimental results show that about 90\% learned coefficients by MTO-SC are non-negative. Therefore the few negative values of the reconstruction coefficients do not affect the coding algorithm too much.
We have also conducted an empirical study on how well the proposed regularizer can preserve the order. We calculate the percentage of correctly ordered coding coefficient pairs, i.e., $w^T_\alpha_i \leq w^T_\alpha_{i+1}$, over all pairs $\alpha_i$ and $\alpha_{i+1}$. The percentage numbers from different regularization schemes on AusLan1 and ArabSpokenDigit datasets are compared in Figure 6. Compared with other regularizers (i.e., sparse coding, fused lasso), the proposed regularizer produces more correctly ordered coefficient pairs, which indicates our regularizer better preserves the order.

To evaluate algorithmic robustness, we also add Gaussian noise to the AusLan1 dataset with zero mean and standard deviation in $\{0.1, 0.2, 0.3\}$ in three different experiments. The classification results are shown in Figure 7. Observe that our MTO-SC method is more robust than its competitors.

We also perform a study on the effects of the weighting parameters $\lambda_1$ and $\lambda_2$ in our MTO-SC algorithm. Figure 8 plots the classification accuracies on AusLan1 dataset by varying the values of $\lambda_1$ and $\lambda_2$. We note that when $\lambda_1 = 1.0$ and $\lambda_2 = 0.01$ our algorithm achieves the best performance. Too large or small values for both parameters will decrease the classification accuracy, since in those cases the weighting factors on sparsity and order preserving are not well balanced. Also it is noted that when $\lambda_1 = 100$ and $\lambda_2 = 0.001$ the algorithm performance is very similar with that of group sparse coding as indicated in Table I, since the weighting factor for order preserving is much smaller compared to the weighting factor for sparsity.
Fig. 6. Percentage of correctly ordered coding coefficient pairs from different coding algorithms on AusLan1 and ArabSpokenDigit datasets.

Fig. 7. Classification accuracies for different algorithms on the AusLan1 dataset under different noise conditions.

C. Human Activity Recognition

In this experiment, we use the RGB-D human activity dataset [27]. The video dataset is captured using the Kinect sensor, which produces $640 \times 480$ color-depth image sequences with human 3D motion sequences. Namely, each activity sample can be represented as a sequence of 3D joint positions (or angles), similar to those in the CMU MoCap dataset. The dataset consists of five scenarios: office, kitchen, bedroom, bathroom, and living room. Three to four common activities were identified for each
Fig. 8. Classification accuracies of MTO-SC algorithm with different $\lambda_1$ and $\lambda_2$ values on AusLan1 dataset.

TABLE II

<table>
<thead>
<tr>
<th>Method</th>
<th>S-HMM</th>
<th>DTW-DT</th>
<th>DTW-DE</th>
<th>NR-DTW</th>
<th>MSR</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>55.78</td>
<td>58.71</td>
<td>57.66</td>
<td>57.02</td>
<td>60.34</td>
<td>50.67</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>MEMM</th>
<th>HMEMM</th>
<th>SC</th>
<th>Group-SC</th>
<th>Fused Lasso</th>
<th>MTO-SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>61.98</td>
<td>63.75</td>
<td>59.60</td>
<td>58.73</td>
<td>60.95</td>
<td>65.32</td>
</tr>
</tbody>
</table>

location, and a total of twelve unique activities were collected from 4 subjects (with an additional neutral activity category). We use similar feature representation as in [27], where each frame is represented as a combination of body pose, hand position, motion information and object contextual information. We use the leave-one-subject-out scheme, thus subjects in the testing samples do not occur in the training samples. We compare the multiclass classification accuracies for various algorithms including the proposed MTO-SC method, the time series classification methods compared in the previous experiment and SVM, One-level MEMM and hierarchical maximum entropy Markov model, which are also evaluated in [27]. The classification accuracies are summarized in Table II and the class confusion matrix for our method is illustrated in Figure 9. We observe that our method outperforms the other methods.

D. Still Image Classification

We use the benchmark Scene-15 image dataset [33] for the scene classification experiment. Scene images in this dataset such as landscape images and street view images have strong spatial ordering
Fig. 9. Class confusion matrix for the proposed MTO-SC method on RGB-D human activity dataset. Acronyms for Action Categories: RM: rinsing mouth; BT: brushing teeth; CL: wearing contact lens; CS: cooking (stirring); WW: writing on white board; WC: working on computer; TP: talking on phone; RC: relaxing on a chair; OP: opening a pill container; DW: drinking water; CC: cooking (chopping); TC: talking on a chair; NA: neutral activity.

structure information. Note that we do not perform experiments on general object image classification datasets since general object images do not have apparent spatial ordering structures among image regions. The Scene-15 dataset contains 15 scenery classes and each class contains 200 to 400 images for a total of 4485 images. The scene categories are street, highway, coast, mountain, kitchen, bedroom etc. We extract SIFT features [37] from densely located patches centered at every 4 pixels on the images. The size of the patches is fixed as 16 × 16 pixels. As in [33] [35], we randomly select 100 images from each class as training samples to construct a visual word dictionary containing $K = 2048$ words from the training samples via k-means clustering. The random training and test data split is performed 20 times and we report the mean classification accuracy and standard deviation. SIFT features are encoded by:

1) sparse coding (SC) as in [35]; and
2) Laplacian sparse coding (LSC) as in [28].
We segment each image using SLIC [38]. Each image is segmented into about 20 regions on average. We then perform max pooling for the encoded local SIFT features according to the trained dictionary within each image region (segment). Each image region is represented by a $K$-dimensional feature vector after pooling within the region. Thus an image is represented by a set of $K$-dimensional feature vectors and the size of the set equals the number of image segments. We then arrange these feature vectors according to the spatial centers of the image segments, resulting horizontally and vertically ordered testing sequences $Y$ and $Y'$, respectively. The dictionary sequences are constructed in the same manner.

The results for our method are denoted by MTO-SC and MTO-LSC respectively, according to whether the segment based features are pooled by the sparse coding (SC) or the Laplacian sparse coding (LSC) method. The baseline methods that perform sparse coding for each segment independently are called SC/LSC-Seg accordingly.

Figure 10 shows the recognition accuracy comparison for each class in the Scene-15 dataset, using 1) sparse coding for each segment based feature independently (denoted as SC-Seg) and 2) our proposed MTO-SC that encourages spatial order preserving for the encoded coefficient for different image segments. We observe that MTO-SC consistently outperforms SC-Seg for all classes. This is because SC-Seg does not consider the ordering structure. We also note that using MTO-SC, the highest improvements are attained for image classes such as street, coast, highway. This is because images in these classes have strong spatial ordering structures. This observation shows that our encoding method effectively encourages spatial ordering structure preserving.

![Recognition accuracy comparison for different classes using SC and MTO-SC methods on Scene-15 dataset.](image)

Fig. 10. Recognition accuracy comparison for different classes using SC and MTO-SC methods on Scene-15 dataset.
To directly visualize the advantages of our ordering structure preserving encoding scheme, we show the encoding coefficients for two example test images in Figure 11. The settings are as follows. We use one image as the testing image; and then one image from the same class and two images from other classes (with similar visual elements) as the dictionary images. We perform image segmentation, segment based feature extraction, reconstruction and classification for the test image by SC-Seg and MTO-SC respectively. The arrows from the test image segments to dictionary image segments represent non-zero coding coefficients (after thresholding out small noisy values). From these two examples, we see that using the proposed MTO-SC method, the coding coefficients preserve fairly well the spatial ordering structure of the image segments for the test image. In contrast, ignoring this important ordering structure and performing sparse encoding independently for each image segment encourages matching the testing segments with the dictionary segments only based on visual similarity. For example, sky is encoded to match grass, sea is encoded to match cloud, and the facade of the building along the street is encoded to match the facade of other buildings that do not belong to the street class.

To quantitatively demonstrate the discriminative power of our method, we further compare the recognition accuracies with state-of-the-art image classification methods:

1) the spatial pyramid matching kernel method (KSPM) in [33];
2) the sparse coding + spatial pyramid matching method (ScSPM) [35];
3) the latent pyramidal regions method (LPR) in [29];
4) the dense spatial sampling method (DSS) in [32];
5) the locally linear encoding method (LLC) in [34];
6) the linear distance coding method (LSA) in [36];
7) the histogram of oriented p.d.f gradients method (HOPDFG) in [31];
8) the smooth sparse coding method (SSC) in [30];
9) the Laplacian sparse coding method (LSC) in [28]; and
10) sparse coding for each segment based feature independently (denoted as SC/LSC-Seg).

We directly report the published results for these state-of-the-art methods as all methods follow the same experimental settings. Comparisons in terms of average accuracy and standard deviation from multiple runs are summarized in Table III. We see that 1) both MTO-SC and MTO-LSC significantly outperform their competitors, namely, MTO-SC outperforms SC-Seg as 78.5 → 85.9 and MTO-LSC outperforms LSC-Seg as 86.3 → 91.4, respectively; and 2) MTO-LSC outperforms all these state-of-the-art methods. The second best performance is obtained by the SSC method [30], but this method uses 4096 visual
Fig. 11. Coding coefficients for example testing images (upper row and lower row). Arrows show non-zero coding coefficients. Left: using the proposed MTO-SC method; Right: using SC method, i.e., each segment of the testing image is sparsely encoded independently. We see that using MTO-SC, the coding coefficients well preserve the spatial ordering structure of the image segments for the testing image. In contrast, ignoring this important ordering structure and performing sparse encoding independently (SC-Seg) for each image segment encourages matching the testing segments with the dictionary segments only based on visual similarity. For example, sky is encoded to match grass, sea is encoded to match cloud, and the facade of the building along the street is encoded to match the facade of other buildings that do not belong to the street class. Best view in color.

V. CONCLUSIONS

We have proposed an order-preserving sparse coding scheme for time series and still image classification. To this end, we have derived an order-preserving regularization framework. An efficient approximate optimization method for coding is proposed and a guaranteed error bound is derived. Comprehensive
TABLE III

CLASSIFICATION ACCURACY (%) COMPARISON ON SCENE-15 DATASET.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>KSPM [33]</td>
<td>81.4 ± 0.5</td>
<td>HOPDFG [31]</td>
<td>85.6 ± 0.7</td>
</tr>
<tr>
<td>ScSPM [35]</td>
<td>80.3 ± 0.9</td>
<td>SSC [30]</td>
<td>90.2 ± 2.9</td>
</tr>
<tr>
<td>LPR [29]</td>
<td>85.8</td>
<td>LSC [28]</td>
<td>89.8 ± 0.5</td>
</tr>
<tr>
<td>DSS [32]</td>
<td>88.0 ± 0.6</td>
<td>SC/LSC-Seg</td>
<td>78.5 ± 0.6/86.3 ± 0.5</td>
</tr>
<tr>
<td>LLC [34]</td>
<td>79.8 ± 0.4</td>
<td>MTO-SC</td>
<td>85.9 ± 0.5</td>
</tr>
<tr>
<td>LSA [36]</td>
<td>82.5 ± 0.5</td>
<td>MTO-LSC</td>
<td>91.4 ± 0.4</td>
</tr>
</tbody>
</table>

experiments on sign language recognition, spoken digit recognition, human action recognition and scene classification show that our encoded coefficients well preserve the ordering structure of the input sequence. The encoded representation is discriminative and robust, and it outperforms state-of-the-art methods for both classification tasks.
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