Discriminative Estimation of 3D Human Pose Using Gaussian Processes
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Abstract

In this paper, we present an efficient discriminative method for human pose estimation. This method learns a direct mapping from visual observations to human body configurations. The framework requires that the visual features should be powerful enough to discriminate the subtle differences between similar human poses. We propose to describe the image features using salient interest points that are represented by SIFT-like descriptors. The descriptor encode the position, appearance, and local structural information simultaneously. Bag-of-words representation is used to model the distribution of feature space. The descriptor can tolerate a range of illumination and position variations because it is computed on overlapped patches. We use Gaussian process regression to model the mapping from visual observations to human poses. This probabilistic regression algorithm is effective and robust to the pose estimation problem. We test our approach on the HumanEva data set. Experimental results demonstrate that our approach achieves the state of the art performance.

1. Introduction

Recovering 3D Human pose from visual signal is an active research field in recent years. A wide spectrum of potential applications such as behavior understanding, content-based image retrieval, and visual surveillance motivate the endeavors to find robust solutions to this problem. However, this problem is extremely challenging due to the complicated nature of human motion and information limitation in 2D images.

The methods for human pose estimation can be summarized as two categories [19]: generative and discriminative. Generative methods [5, 17, 20, 1, 12, 11] follow the bottom-up Bayes’ rule and model the state posterior density using observation likelihood or cost function. This class of methods are generally computationally expensive. A Discriminative method [19, 2, 15, 4, 7, 16] models the state posterior directly by learning image-to-pose mapping. Once the training process is completed, pose estimation will be fast. In this work, we focus on recovering 3D human pose within the discriminative framework.

How to utilize the image information is critical to the problem of pose estimation. Many methods [2, 6, 19, 7] represent human images using body silhouettes. This representation has the advantage of containing strong cues for pose estimation while being invariant to appearance and lighting. Generally, it can be extracted by background subtraction. However, the information lose of interior appearance may introduce one-to-many ambiguities to the mapping from silhouette to pose. This multi-modal ambiguity of state posterior distribution is one of the main error source of pose estimation. Intuitively, it is beneficial to utilize the interior appearance information. At least it can alleviate the ill-condition of this problem. This was proved by experiments in some recent work [13, 3]. In this paper, we propose to describe the image feature using the salient interest points that are represented by SIFT descriptor [10]. Bag-of-words representation is used to model the distribution of feature space. This sparse and local image descriptor attempts to not only capture the spatial co-occurrence and context information of the local structure but also encode their relative spatial positions. These properties make the descriptor discriminative for the task of pose estimation. The descriptor also tolerates a range of illumination and position variations because it is computed on overlapped patches, instead of pixels.

How to model the mapping between pose space and feature space lies in the heart of pose estimation. The approaches to solving this problem varying from neural networks [15], fast nearest-neighbor retrieval [16, 11], regression methods [2, 1], to Bayesian mixture of experts [19, 13]. Our method is based on the non-parametric Gaussian Process (GP) regression. GP is flexible, fully probabilistic, and effective for small sample problem. Such properties are desirable to pose es-
2. Image feature and descriptors

Pose estimation relies on elaborate design of feature representation. Image information should be utilized as much as possible to discriminate the subtle differences in human pose. The local structures and interior relative positions of body parts play an important role in pose estimation. Under such consideration, we design a specific descriptor to deal with the problem of pose estimation.

Our descriptor is extracted in the following steps. (1) For each image, the human window is detected and rescaled to a fixed size. (2) Detect interest points using Harris corner detector [9] within the image window (Extra background substraction is not necessary, but it may slightly improve the performance). Fig. 1.(a) depicts the interest points on a sample image frame. (3) Centered at each interest point, we compute a SIFT descriptor [10]. Denote the descriptor as a vector \( c \). (4) Find the relative coordinate \((x, y)\) of each interest point. (5) The final descriptor therefore is \( d = (x, y, c)^T \).

In implementation, the local region of each interest point is partitioned into 9 cells, and a 9-orientation histogram is computed on each cell. Together with the relative coordinates of the interest point, the descriptor is a 83-dimensional vector. Our descriptor encodes the appearance, edge, and position information into a vector and alleviates the multi-modal ambiguities of posterior pose distribution to a large extent. It is meaningful to eliminate the left-right ambiguity of human body motion.

With the local descriptor ready at hand, we use the bag-of-word model [8] to represent the human image. Our bag-of-words model is obtained by an unsupervised method. First, the descriptors extracted from all training images are clustered by K-means, and the \( K \) cluster centers, called visual words, form a set \( C = \{ c_1, c_2, \cdots, c_K \} \) that is the so called code book. In our experiments, the number of visual words is 60. After the code book is available and given a testing image and its descriptor set \( D = \{ d_1, d_2, \cdots, d_m \} \), each descriptor votes softly with respect to the visual words. The bag-of-words representation, denoted as \( x \), is the accumulating scores of all descriptors. Fig. 1.(b) shows the relative coordinates of interest points and visual words.

3. Gaussian process for pose estimation

3.1 Gaussian processes

Gaussian Processes (GP) [14] are generalizations of Gaussian distributions defined over infinite index sets. Thereby a GP can be used to specify distribution over functions. Given a training set \( S = \{ (x_i, y_i), i = 1, \cdots, N \} \) where \( (x_i, y_i) \) is an image-to-pose pair \((y_i\)'s are normalized so that they are zero-mean unit variance process), we suppose that the relationship between \( x_i \) and \( y_i \) is modeled by

\[
y_i = f(x_i) + \epsilon_i
\]  

where \( \epsilon_i \sim (0, \beta^{-1}) \) and \( \beta \) is a hyper-parameter representing the precision of the noise. Introducing a GP prior over functions \( f \), we have

\[
p(f|X) = \mathcal{N}(0,\Sigma)
\]  

where \( f = [f_1, \cdots, f_N]^T \) is the function values, \( f_i = f(x_i), X = [x_1, \cdots, x_N] \), and \( \Sigma \) is a covariance matrix whose entries are given by a covariance function \( K_{i,j} = k(x_i, x_j) \). In this paper, the kernel function we adopted is

\[
k(x_i, x_j) = \theta_0 \exp \left\{ -\frac{\theta_1}{2} || x_i - x_j ||^2 \right\} + \theta_2 + \theta_3 x_i^T x_j
\]

For an unseen observation \( x_{N+1} \), the joint distribution therefore is

\[
p(Y_{N+1}) = \mathcal{N}(Y_{N+1}|0, C_{N+1})
\]
where \( Y_{N+1} = [y_1, \ldots, y_N, y_{N+1}]^T \), and the covariance matrix \( C_{N+1} \) is given by

\[
C_{N+1} = \left( \begin{array}{c} C_N \\ \kappa^T \\ c \end{array} \right) \tag{5}
\]

\( C_N \) has elements

\[
C(x_i, x_j) = k(x_i, x_j) + \beta^{-1}\delta_{ij} \tag{6}
\]

where \( \delta_{ij} \) is Kronecker delta function.

### 3.2 Model training

During training, the hyper-parameters \( \Theta = \{\theta_0, \ldots, \theta_3, \beta\} \) of GP are learned by minimizing

\[
-\ln p(X, \Theta | Y) = \frac{d}{2} \ln |C_N| + \frac{1}{2} Y^T C_N^{-1} Y + r \tag{7}
\]

where \( Y = [y_1, \ldots, y_N]^T, r = N \ln (2\pi)/2 \) is a constant, and \( d \) is the dimension of output \( y \).

Once the GP model is learned, the conditional distribution \( p(y_{N+1} | Y, X) \) is a Gaussian distribution with mean and covariance given by

\[
m(x_{N+1}) = k^T C_N^{-1} Y \tag{8}
\]

\[
\sigma^2(x_{N+1}) = c - k^T C_N^{-1} k \tag{9}
\]

where \( c = k(x_{N+1}, x_{N+1}) + \beta^{-1} \). With Eqn. 8 and 9, inference of new testing samples is easy and fast.

### 4. Experiments

We test our approach on the publicly available HumanEva dataset for the evaluation of human pose estimation, collected at Brown University [18]. The dataset was captured simultaneously using a calibrated marker-based motion capture system and multiple high-speed video capture systems. The video and motion capture streams were synchronized by software. It contains multiple subjects performing a set of predefined actions with repetitions.

#### 4.1 Experiments setup

The original motion capture data provided by HumanEva were \((x, y, z)\) locations of the body parts in the world coordinate system. There is a total of 10 parts: torso, head, upper and lower arms, and upper and lower legs. In this paper, we convert the \((x, y, z)\) locations to global orientation of torso and relative orientation of adjacent body parts. Each orientation is represented by 3 Euler angles. We make the assumption that all the angles are independent and each has separate GP model.

The joint angle trajectories are normalized so that it is a zero-mean unit variance process.

The HumanEva dataset was originally partitioned into training, validation, and testing sub-sets. We use sequences in the original training sub-set for training and those in the original validation sub-set for testing. The original testing sub-set is not used because motion data were not provided for it. A total of 2950 frames (first trial of subject S1, S2, and S3) for walking motion, 2345 frames for jog motion, and 2486 frames for box motion are used. All of the images are taken from a single camera (C1) because our approach recovers human pose from monocular images.

#### 4.2 Experiments results

We report mean RMS absolute difference errors between the true and estimated joint angles, in degrees as in [2]:

\[
D(y, y') = \frac{1}{m} \sum_{i=1}^{m} |(y_i - y'_i) \mod 180^\circ| \tag{10}
\]

Table 1 reports the average RMS error over all joints angles. Our approach outperforms the state of the art algorithm [13] in estimation accuracy on the walking sequence, although it is slightly worse on jog and box sequences. Fig. 2 plots the estimation and ground truth of two joint angles in walking and boxing action respectively. The curves of estimation are close to the ground truth although they are less smooth. Fig. 3 shows some sample frames together with the estimated pose represented as the outline of a cylinder based human model superimposed onto the original images.

Table 1. Comparison of average RMS error over all joints, for sequences of walking, boxing, jogging.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Walking</th>
<th>Jog</th>
<th>Box</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our work</td>
<td>6.38°</td>
<td>4.21°</td>
<td>6.15°</td>
</tr>
<tr>
<td>Ning [13]</td>
<td>6.68°</td>
<td>4.12°</td>
<td>5.50°</td>
</tr>
</tbody>
</table>

### 5. Conclusions

In this work, we proposed a discriminative method based on Gaussian process regression. We designed an informative representation of visual observations. This image representation is suitable for human pose estimation because the position, appearance, and local structural information are encoded simultaneously. We use
bag-of words representation to model the distribution of feature space. We use Gaussian process regression to model the mapping from visual observations to human poses. This probabilistic regression algorithm is effective and robust to the problem of pose estimation. We test our approach on the HumanEva data set. Experimental results demonstrate that our approach achieves the state of the art performance.
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