Kinematics-based tracking of human walking in monocular video sequences
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Abstract

Human tracking is currently one of the most active research topics in computer vision. This paper proposed a kinematics-based approach to recovering motion parameters of people walking from monocular video sequences using robust image matching and hierarchical search. Tracking a human with unconstrained movements in monocular image sequences is extremely challenging. To reduce the search space, we design a hierarchical search strategy in a divide-and-conquer fashion according to the tree-like structure of the human body model. Then a kinematics-based algorithm is proposed to recursively refine the joint angles. To measure the matching error, we present a pose evaluation function combining both boundary and region information. We also address the issue of initialization by matching the first frame to six key poses acquired by clustering and the pose having minimal matching error is chosen as the initial pose. Experimental results in both indoor and outdoor scenes demonstrate that our approach performs well.
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1. Introduction

Visual analysis of human motion is currently one of the most active research topics in computer vision. It concerns the detection, tracking and recognition of people, and more generally, the understanding of human behaviors, from image sequences involving humans. Human tracking, a hard but important task in human motion analysis, aims to recover continuously the global positions of the subject in the sequence, and more challengingly, to recover the joint angles in each frame. There have been many approaches to solving this problem, e.g. feature-based tracking [20,21], region-based tracking [22,23], active contour-based tracking [24], exemplar-based tracking [25,26], and model-based tracking [3–7,9,11]. The tracking results are widely applicable in many domains such as virtual reality, sports performance analysis and athlete training, the clinical study of orthopedic patients, computer-driven rehabilitation environments, choreography, smart surveillance systems, gesture-driven user interfaces, video annotation, etc. [1,18,19].

Tracking human in video sequences is a very difficult task [12]. The difficulties can be categorized as internal issues and external issues. The internal issues are derived from the complex non-rigid structure of the human body. It has many joints and each body part can move in a wide range around its corresponding joint. So human motion involves a large number of degrees of freedom (DOFs) (about 34 for a full body) and frequent self-occlusions of body parts. The external issues result from the sensors, clothes, and background. Sensors of low quality will produce noisy images. Cluttered background and changing brightness often add inaccuracy to the motion segmentation, and the monotone clothes will worsen it. To address all of these issues in a realistic system using current vision technologies is impossible. So nearly all previous work, including this paper, makes some assumptions and copes with a simplified problem. Here, we assume that there is only one subject walking parallel to the image plane in each frame. This assumption is reasonable for the intended
application of gait recognition because only one subject is often captured walking parallel to the image plane when the camera is installed in a desirable configuration for obtaining richer information of gait motion.

To address some internal issues, much previous work adopted human body models of various complexities to sufficiently use the prior knowledge relevant to the physical structure of the human body (see surveys [1,2,8,19] for more information). In earlier research, stick figure model was frequently used [3]. The simple stick figure model represents the human body parts by sticks that are connected by joints. More complex volumetric models, such as cylinder [4,9], truncated cone [5,11] and super quadrics [6], were used in later work. Recently, Plankers and Fua [7] presented a hierarchical human model including four levels: skeleton, ellipsoid metaballs simulating tissues and fats, polygonal surface representing skin, and shaded rendering. In general, the more complex the human body model is, the more precise the tracking results are. But a complex human body model leads to high computational cost. As a trade-off, we adopt an articulated truncated cone model with the head represented by a sphere in this paper.

Besides the human body model, image information used in PEF also varies. It includes boundary, region and texture, silhouette and contour, sticks and joints, blobs, depth, and so on. The most widely used image information is perhaps the boundary because it can be accurately localized and easily acquired [4,14]. Another one is the region which employs more information of the image and therefore achieves more robust results [15]. In this paper, we combine both boundary and region information in PEF to achieve both accuracy and robustness.

Corresponding to this specific PEF, we adopt a kinematics-based approach to pose refinement. In practice, a tracking procedure is often involved with two stages: pose prediction and pose refinement [1]. Prediction is usually realized through a specific dynamic model. As to the refinement stage, it should be carefully designed to reduce the solution space, since searching an optimal or approximately optimal pose in a high-dimensional body configuration space is intrinsically difficult. Generally, three main categories of refinement exist: kinematics, Taylor models and stochastic sampling. Kinematical approaches use physical forces applied to each rigid part of the body model of the tracked object. The forces as heuristic information guide the minimization of the difference between the pose of the body model and the pose of the real object [5,11]. Taylor models incrementally improve an existing estimation, using differentials of motion parameters with respect to the observation to predict better search directions [35]. It at least finds local minima, but cannot guarantee global optimality. Stochastic sampling handles the tracking in a probabilistic framework. It evaluates the posterior distribution by factored sampling and then propagates the sample set over time [27,29].

The three kinds of methods have their own advantages and disadvantages. Taylor models, as a gradient-based optimization, has fast convergence speed and low computational cost, but demands a differentiable PEF, which usually cannot be satisfied in such a complex problem as human tracking. Stochastic sampling maintains a sample set to represent simultaneous alternative hypotheses and propagates it over time so that it can cope with clutters in the images. But the dimension of the sample set increases exponentially as the scale of the problem increases, so the computational cost will be very high for human tracking. Kinematics-based method, like the Taylor model, cannot guarantee global optimality, but is superior to it with respect to the differentiability constraints. It also requires much lower computational cost than the stochastic sampling methods. Its advantages will be demonstrated in this paper.

2. Outline of our approach

Our kinematics-based tracking of human walking is illustrated in Fig. 1. To improve the speed of minimization of the PEF, we design a hierarchical search strategy since the articulated human body model is naturally formulated as a tree-like structure. This strategy includes two stages: location of global position and estimation of joint angles. We search the global position in each frame by finding the centroid of the human body. To estimate the joint angles, after prediction using a dynamic model, physical forces similar to those in Refs. [5,11] are used as heuristic information to recursively refine the predicted body poses. Since in the first frame there is no tracking history information for prediction, a specific initialization process is run instead. For the tracking of walking human, our initialization requires lower computational cost or produces better results compared with much previous work [9,12,13,30] (see Section 5.3). This kinematics-based approach can be explained intuitively and has the advantage of low computational cost.

The tracking results including position, orientation and joint angles of each frame in video sequences are intended to be used for gait recognition. There are many properties of gait that might serve as recognition features. We can categorize them as static features and dynamic features. The former usually reflects geometry-based measurements such as body height and build, while the latter means lower-body joint-angle trajectories. Intuitively, recognizing people by gait depends greatly on how the static silhouette shape of an individual changes over time. So previous work on gait recognition mainly adopted low-level information such as silhouette [16,17] and few methods used higher-level information such as temporal features of joint angles. Because they are more essential to sufficiently reflect the dynamics of gait motion, we expect to try these dynamic gait features for personal recognition, or use fusion of both dynamic and static features available from body biometrics.
Though our final goal is to recognize people by their gaits using vision techniques, this paper is focusing on dynamic data acquisition by tracking walkers in video sequences.

This paper is an extended version of our previous work described in Ref. [33]. The major modification lies in human detection, boundary matching error, refinement of joint angles, initialization, and gait recognition. The main contributions of this paper are summarized as follows:

- A pose evaluation function (PEF) combining both boundary and region information is proposed that derives the accuracy from the former and robustness from the latter.
- To reduce the search space and according to the tree-like structure of human body model, we design a hierarchical search strategy in a divide-and-conquer fashion to decompose the parameter space so that the human global position and all joint angles can be estimated separately.
- A kinematics-based algorithm is proposed to recursively refine the joint angles, which is easier to implement than the gradient-based approach and has a lower computational cost than the popular CONDENSATION method in human tracking.
- We address the issue of initialization in an effective way. In initialization, the first frame is matched to six key poses acquired by clustering and the pose having minimal matching error is chosen as initial pose.
- Dynamic features of individual gait (i.e. joint-angle trajectories) are used to identify people and the recognition rate seems better than our other work [31] using static features.

The remainder of this paper is arranged as follows. Section 3 details the human body model. Section 4 presents a PEF combining both boundary and region information. Section 5 designs a hierarchical search strategy to decompose the parameter space. Section 6 gives some experimental results and discussions. The paper is concluded in Section 7.

### 3. Human body model

Our human body model, similar to Refs. [5,9,11], is composed of 14 rigid body parts, including upper torso, lower torso, neck, two upper arms, two lower arms, two thighs, two legs, two feet and a head. Each body part is represented by a truncated cone except for the head represented by a sphere. They are connected to others at joints, whose angles are represented as Euler angles. We do not model hands because they are very complex and are of little importance in human body tracking. Fig. 2 gives some perspective views of the human body model used in this paper. This is a generic model. But for person-specific tracking, we must adjust its dimensions to individualize the model.

Without considering the static parameters (including the shape and size of each part), the above human body model in its general form still has 34 DOFs of dynamic parameters: 2 DOFs for each body part \((14 \times 2)\), 3 DOFs for its global position (translation), and 3 DOFs for its orientation (rotation). To search quickly in a 34-dimensional state space is extremely difficult. However, in the case of gait recognition, people are usually captured walking parallel to the image plane when the camera is installed in a desirable configuration, and the movements of the head, neck and lower torso relative to the upper torso are very small. Therefore, the state space can be naturally reduced with such constraints. In this paper, we assume that only the arms and legs have relative movements while the upper torso...
moves approximately along a line; and each joint has only one DOF. This reduces the dimensionality of the state space to 12: 1 DOF for each joint mentioned above plus 2 DOFs for the global position. We represent the global position and joint angles by a 12-dimensional state vector \( \{ x, y, \theta_1, \theta_2, \ldots, \theta_{10} \} \) where \( (x, y) \) is the global position of the human body and \( \theta_i \) is the \( i \)th joint angle. This state vector describes the relative position of different body parts; and the intention of tracking is to recover the state \( \{ x, y, \theta_1, \theta_2, \ldots, \theta_{10} \} \) from each frame, and then the recovered parameters are used as dynamic features for gait recognition.

In model-based tracking, we need to synthesize and project the body model onto the image plane given the camera parameters and state vector \( \{ x, y, \theta_1, \theta_2, \ldots, \theta_{10} \} \). In other words, we need to calculate the model coordinates of each point on the body model, and transform them to the camera coordinates and then to the image coordinates. To locate the positions of model parts in the model coordinate system, each part is defined in a local coordinate frame with the origin at the base of the truncated cone (or center of the sphere). Each origin corresponds to the center of rotation (i.e. the joint position). We represent the human body model as a kinematical tree (with the torso at its root) to order the transformation between the local coordinate frames of different parts. Therefore, the model coordinates of each part are formulated as the product of transformation matrices of all the local coordinates on the path from the root of the kinematical tree to that part.

In detail, for each body part \( s_i \) on the kinematical tree, there is a path \( s_i \ldots s_0 \) starting from \( s_i \) and ending at the root \( s_0 \). For each point \( p \) on \( s_i \), we can easily calculate its position \( X_i \) in the local coordinates. Then after translation and rotation, \( X_i \) is transformed to \( X_{i-1} \) in the local coordinates of body part \( s_{i-1} \), furthermore to \( X_{i-2} \) in that of \( s_{i-2} \), and finally to \( X_0 \) in that of \( s_0 \). \( X_0 \) and \( X_0 \) are also the model coordinates of that point on \( s_i \). So the key is to calculate the transformation matrix between two connected body parts. In Fig. 3, part 2 has a translation \( t = (t_x, t_y, t_z) \) and a rotation \( (\theta_{\alpha}, \theta_{\beta}, \theta_{\gamma}) \) from part 1. For each point on part 2, given its position \( X = (x, y, z, 1) \) in the local coordinates of part 2, the transformation of \( X \) to \( X' \) in the local coordinates of part 1 is

\[
X' = R_x(\theta_{\gamma}) R_y(\theta_{\beta}) R_z(\theta_{\alpha}) T(t) X
\]

where \( R_x, R_y, R_z \) are rotation matrices and \( T \) is translation matrix. We assume that the world coordinate system is superposed on the model coordinate system and the camera is modeled as a pinhole camera. Given the projection matrix \( M \), each point on the body model with model coordinates \( X = (x, y, z, 1) \), after projection, has the image coordinates \( X' = M X/z \).

4. Pose evaluation function

The main task of our model-based tracking is to relate the image data to the pose vector \( P = \{ x, y, \theta_1, \theta_2, \ldots, \theta_{10} \} \). The general method to this problem is known as analysis-by-synthesis, and is used in predict-match-update fashion [1]. The philosophy, in detail, is to predict the most possible pose of the human body model in the current frame according to the tracking results in the previous frames. Then the human model with the predicted pose is projected into the image plane. We match the model projection to the edge image extracted by human motion detection (see Section 6.2) and measure the matching error by a PEF. Next the predicted pose is recursively refined to minimize the PEF. So PEF plays an important role in model-based tracking. Our PEF is a combination of boundary matching error and region matching error. As the PEF is computed, physical forces are easily generated and used to recursively refine the estimation of joint angles (see Section 5).

4.1. Boundary matching

Our boundary matching error can be regarded as Chamfer distance [28] between the edges of model projection and edges extracted by human detection. It is also similar to that in Ref. [29]. Given the human body model with the pose \( P = \{ x, y, \theta_1, \theta_2, \ldots, \theta_{10} \} \), we suppose that the boundary curve of model projection is \( r(s), 0 \leq s \leq 1 \) and the corresponding curve in the image data is \( z(s) \). The mapping function \( g(s) \) associates each point \( z(s) \) on the curve in the data with the corresponding point \( r(g(s)) \) on the boundary curve of model projection. In practice, \( g(s) \) is not necessarily injective because \( z(s) \) includes clutter as well as foreground features; and the distance between point \( z(s) \) and \( r(g(s)) \) is limited to no greater than a spatial scale constant \( \mu \). So the boundary matching error \( E_b \) is defined as

\[
E_b = \frac{1}{c} \int_0^1 \min(||z_1(s) - r(s)||, u) ds
\]

where \( c \) is a normalization constant usually set to the length of the curve \( r(s), 0 \leq s \leq 1 \) and \( z_1(s) \) is the closest associated feature to \( r(s) \):

\[
z_1(s) = z(s'), s' = \arg\min_{s'} ||r(s) - z(s')||
\]

Fig. 4 shows the procedure of computing Eq. (2). For each pixel \( p_i \) on the boundary curve \( r(s) \) of the model projection,
we search the corresponding pixel in the edge image along
the gradient direction at pixel $p_i$. In other words, the pixel
nearest to $p_i$ and along the normal direction is the closest
associated feature to $p_i$. Assuming that $q_i$ is the corre-
sponding pixel and that $F_i$ stands for the vector $p_iq_i$, we regard the
norm $||F_i||$ as the matching error of pixel $p_i$ to $q_i$. It is
supposed that the closest associated feature to $p_i$ is missing
due to noises, if $q_i$ does not exist or $||F_i||$ is too big. In this
case, the matching error of $p_i$ is set to the constant $\mu$.
Finally, the boundary matching error $E_b$ is the average of the
matching errors of all pixels on the boundary of the model
projection.

To provide the refinement of joint angles with heuristic
information, we adopt the idea of spring forces [5,11].

The physical forces can be easily calculated here and will
be used in Section 5. According to this idea, each $F_i$,
described above is viewed as a spring with its end points
attached to $p_i$ and $q_i$, and each spring gives a physical
force in proportion to $||F_i||$, pulling $p_i$ to $q_i$. Then the
combination of all the physical forces, i.e. $F_b$ in Fig. 4,
pulls the model projection to the corresponding image
data.

$$F_b = \frac{1}{c} \int_0^1 f(F(s), \rho, \frac{F(s)}{||F(s)||}) \, ds$$

where $F(s) = \frac{r(s)c_1(s)}{r(s)c_1(s)}$, $\rho$ is a spatial scale constant, and

$$f(F_1, F_2) = \begin{cases} F_1 & ||F_1|| \leq ||F_2|| \\ F_2 & ||F_1|| > ||F_2|| \end{cases}$$

4.2. Region matching

In general, the PEF defined in Eq. (2) can properly
measure the similarity between the model projection and
image data, but it is insufficient under certain circumstances.
A typical example is given in Fig. 5(a), where the model
projection falls into the gap between two body parts in the
edge image. Although it is obviously badly fitted, a small
matching error according to Eq. (2) may be obtained. To
avoid such ambiguities, region information is further
considered in our approach. Fig. 5(b) illustrates the region
matching process. Here the region of the model projection,
which is fitted into the image data, is divided into two parts:
$P_1$ is the region overlapping with the image data and $P_2$
stands for the rest. Then the matching error with respect to
the region information is defined by

$$E_r = |P_2|/(|P_1| + |P_2|)$$

(5)

where $|P_i|$ is the area, i.e. the number of pixels in the
corresponding region.

Similarly, another physical force is also defined. Supposing $c_1$ and $c_2$ are the centroids of the regions $P_1$
and $P_2$, respectively, we define the vector $F_i = c_1c_2$ as the
physical force resulting from region matching. This physical
force pulls the model projection to overlap the correspond-
ing image part as greatly as possible.

In general, boundary information improves the localiza-
tion, whereas region information stabilizes the tracking
because more image information is used. Here we combine
the two matching errors in the PEF $S(P)$ so as to achieve
both accuracy and robustness; and so do the physical forces
$F_b$ and $F_r$. A factor $\alpha$ is used to adjust their weights:

$$S(P) = (1-\alpha)E_b + \alpha E_r$$

(6)

$$F = (1-\alpha)F_b + \alpha F_r$$

(7)

where $P = \{x, y, \theta_1, \theta_2, ..., \theta_{10}\}$ is the pose vector. How to
determine the factor $\alpha$ is challenging. In general a smaller $\alpha$
is preferred for the upper limbs to alleviate the influence of
region matching error. The reason is that the upper limbs
and the torso often have clothes with the same texture and
they frequently occlude each other, and therefore the region
information is of relatively little importance. In our system,
$\alpha$ is empirically selected as 0.6 for upper limbs and 0.8 for
lower limbs to improve the weight of boundary matching.
Fig. 6 shows a curve of our PEF. The surface of the
evaluation function is basically smooth and has no local
minima at the neighborhood of the global minimum. These
two properties are desirable for optimization. Furthermore,
according to the surface of the PEF, we find that the global
position $(x, y)$ is much more significant than other joint
angles with respect to the matching error. This also explains
why the global position is first predicted without consider-
ing other parameters in the following hierarchical search
strategy.
5. Hierarchical search strategy

Our task of tracking is to search an optimal or suboptimal pose \( P = \{x, y, \theta_1, \theta_2, \ldots, \theta_{10}\} \) in the 12-dimensional body configuration space so as to minimize the PEF. But locating a pose in a high-dimensional space (e.g. 12 DOFs in our problem) is intrinsically difficult. Since the articulated human body model is naturally formulated as a tree-like structure, a hierarchical search strategy, i.e. locating the global position and tracking each limb separately, is suitable here. In detail, the global position \((x, y)\) (the root of the tree) is firstly determined, and then we adopt a kinematics-based approach to estimate all joint angles on each path from the root to the leaf. As a divide-and-conquer method, our hierarchical search strategy decomposing the parameter space is supported by the following reasons. Firstly, the global position \((x, y)\) is much more significant than other joint angles with respect to the PEF, so it can be estimated separately with other motion parameters fixed. Secondly, joint parameters are greatly dependent on the global position \((x, y)\). A slight deviation of the global position often causes the joint parameters to drastically deviate from their real values when minimizing the PEF. So the global position should be located before the estimation of the joint angles. Finally, because usually the upper limbs can hardly be segmented from the torso in the image, tracking the upper limbs is more difficult than tracking the lower limbs and they need to be considered separately.

5.1. Estimation of global position

Estimation of the global position includes two stages: prediction and refinement. In the prediction stage, we assume that change of the centroid of the human body between consecutive frames is equal to the change of its global position

\[
X_c - X_p = C_c - C_p \quad \text{or} \quad X_c = C_c - C_p + X_p
\]

where the subscripts c and p indicate the current frame and the previous frame, respectively, and \(X\) and \(C\) mean the global position and the centroid, respectively. So, predicting the global position of moving human in the current frame can be viewed as the problem of approximately calculating the centroid. According to the experiments on the SOTON and NLPR gait databases, the prediction error is mostly less than 3 pixels. So in the refinement stage, we completely search the neighborhood of the predicted value to minimize the PEF. If the prediction error is greater, a more powerful method such as meanshift [36] can be applied to the refinement stage. In Fig. 7, the global position is estimated at \((x, y) = (48, 12)\) (the origin of the image coordinate system is located at the center of the image), and the human body model with the joint angles equal to those in the previous frame is projected onto the image plane at this position. It can be seen that the estimation of global position is fairly accurate although the arms and legs deviate from the real position and the joint angles need to be further refined, which is the focus of Section 5.2.

5.2. Estimation of joint angles

Estimation of joint angles also has two stages: prediction and refinement. To roughly predict the joint angles, we need to calculate their angular speeds according to the tracking results in the previous frames and apply them to the kinematical equation

\[
\theta_c = \theta_{\text{p}} + \theta_{\text{p}} \Delta t
\]

where \(\theta_i\) is the \(i\)th angle joint, the subscripts c and p indicate the current frame and previous frame, respectively, and \(\theta_{\text{p}}\) stands for the angular speed in the previous frame. Then \(\theta_c\) is the predicted value of that joint angle. Here, we suppose that the angular speed is constant in a short time interval between two consecutive frames. Eq. (9) has a linear format but the dynamic model is essentially nonlinear, because the angular speed is not a constant but dynamically updated according to the tracking results in the previous frames. In practice, \(\theta_{\text{c}}\) and \(\theta_{\text{p}}\) can basically reveal the dynamics of the gait oscillation. After prediction by the dynamic model, \(\theta_{\text{c}}\) is then recursively refined using the following kinematics-based approach.

In the hierarchical search strategy, the state of each son-node on the kinematical tree is estimated after the state of its...
where $r$ is the arm of force. It is assumed that $r \propto L$ since the model projection approximates a rectangle and $F$ acts on its centroid. The rotational inertia $I = mk^2$ where $m$ is mass and $k$ is the radius of gyration. With the rectangle approximation, we also have $k \propto L$, and then $I \propto L^2$. Given that $F_{\perp}$ is a component of the physical force $F$ vertical to the model projection, Eq. (10) has a scalar form

$$\dot{\theta} \propto F_{\perp}/L$$

(11)

Pulled by the physical force $F$, the model projection is rotating from stillness. After a short time interval $\Delta t$, the rotation angle $\Delta \theta = \frac{1}{2} \ddot{\theta} \Delta t^2 \propto \frac{1}{2} F_{\perp}^2 \Delta t^2 / L$, or with $\Delta t$ set to time unit,

$$\Delta \theta = \beta F_{\perp}/L$$

(12)

where $\beta$ is a constant independent of $F$ and $L$.

In the refinement stage, we recursively update the joint angle of each model part by adding the increment $\Delta \theta$ in Eq. (12) to the last updated value. Then, a question arises: will the recursion always converge to the real value of the joint angle? In experiments, we found that sometimes the refined value would oscillate around the real value because a big $\beta$ introduces a big increment. It is true that a smaller $\beta$ will avoid the oscillation to some extent. But a small $\beta$ will greatly increase the number of iterations. So we adopt an adaptive recursion by reducing $\beta$ as the number of iterations $k$ increases, i.e. $\beta = \gamma k$, where $\gamma$ is a constant scalar. The recursion terminates when the matching error is less than a threshold $\delta$, the number of iterations reaches $K$ or the amplitude of the increment $\Delta \theta$ is less than a threshold $\epsilon$. The major steps of estimation of the joint angles are summarized as follows.

**Algorithm 1.**

1. Predict the joint angle $\theta^0$ according to Eq. (9) and set $k = 0$;
2. Compute the physical force $F$ according to Eq. (7);
3. Calculate the increment $\Delta \theta$ according to Eq. (12). If $|\Delta \theta| < \epsilon$, the recursion is stopped, otherwise goes to step 4;
4. $\theta^{k+1} = \theta^k + [\beta(k + 1)]\Delta \theta$ and the joint angle is updated to $\theta^{k+1}$;
5. Project the human body model with the updated pose $P$ onto the image plane and compute the PEF $S(P)$ according to Eq. (6);
6. If $S(P) < \delta$ or $k \geq K$, the recursion is stopped, otherwise goes to step 2.

5.3. Initialization

In the above hierarchical search strategy, the poses in the previous frames are needed to predict the current pose. But as to the first frame, the previous tracking results are unavailable and a specific initialization process roughly estimating the human pose is thus necessary to replace the prediction stage in the above algorithm 1. Many previous approaches handled initialization by manually adjusting the human body model to approximate the real pose or by arbitrarily assuming that the initial pose is subject to a uniform distribution [9,13,30]. Cheng and Moura [12] provided an automatic initialization method that searched the entire motion model to locate the first frame by finding the dominant peak of a cost function. However, this approach evaluates the cost function many times, leading to high computational cost. Our approach to initialization is similar to Cheng’s work, but with lower computational cost.

We cluster the training data of human poses acquired manually. In each walking cycle, six clusters exist and the mean of each cluster is the key pose (see Fig. 9). To initialize the first frame, we simply evaluate the six key poses using Eq. (6) and the one having minimal value is chosen as the initial pose. Fig. 10 is an example of initializing the first frame. It can be seen that the estimated initial pose (cluster 2) is fairly accurate except some small errors in detail. Then the initial pose is refined using the algorithm in Section 5.2. It can be found that the PEF needs...
to be evaluated only six times, which naturally results in much lower computational cost compared with Cheng’s work. This initialization method can also be used to recover from severe tracking failures due to occlusion, accumulated error, or image noise. When a severe failure occurs (when the matching error reaches a predefined threshold), the tracker will stop temporarily and reinitialize the current frame.

6. Experimental results

To verify the effectiveness of our approach, we have carried out a large number of experiments on video sequences in both indoor and outdoor scenes. The experimental results and detailed discussions are described as follows.

6.1. Data acquisition

The experiments are carried out on image sequences captured in both indoor and outdoor environments. For the indoor scene, we use the earlier SOTON gait database [18]. The database includes six subjects and four sequences of each subject. These sequences were captured by a fixed camera with a stationary indoor background, at a rate of 25 frames per second, and the original resolution is $384 \times 288$ pixels. The outdoor sequences are captured at the same frame rate by a digital camera (Panasonic NV-Dx100EN) fixed on a tripod and the original resolution of these images is $352 \times 240$ pixels. These outdoor sequences form the NLPR gait database that includes 20 subjects and four sequences per subject. Some samples are showed in Fig. 11.

6.2. Moving human detection

Moving human detection is the first step of our approach to track a walking person. To extract walking figures from the background image, background subtraction is adopted that is a particularly efficient method for detecting changes where a fixed camera is usually used to observe dynamic scenes. Generally, motion detection based on background subtraction involves background modeling, the arithmetic subtraction operation and the selection of a suitable threshold.

In this paper, the least median of squares (LMedS) method is used to reliably model the background image [10]. Its advantages are that it is efficient especially for 1D data such as a pixel process in returning the correct result even when a large amount of outliers are present. The brightness change is usually accomplished by differencing between the background and current image. However, the selection of threshold for binarization is very difficult, especially in the case of low contrast images as most of moving objects may be missed out since the brightness change is too low to distinguish changing regions from noise. To solve this problem, we choose an extraction functions to indirectly perform differencing operation for gray images and color images respectively (see Ref. [31] for detailed information). After binarization, we eliminate the outliers using morphological operators such as dilating, eroding and hole-filling to smooth the result. Then by masking the original image with the binary image, the region of moving human is accurately obtained (see Fig. 12(c)). Finally, using the Sobel operator, we acquire the edges of the moving human (see Fig. 12(d)), which is used in matching.

6.3. Tracking results

After the first frame in each sequence is initialized, the tracker uses the proposed hierarchical search strategy to
automatically recover the human pose \( P = \{x, y, \theta_1, \theta_2, \ldots, \theta_{10}\} \) from each image in the sequence. Here, we show two sequences of the tracking results (see Figs. 13 and 14). Due to the space constraint, only the human areas clipped from the original image sequences are shown. Some sequences include challenging configurations in which the two legs and thighs occlude each other severely (e.g. frame 11 in Fig. 13 and frame 25 in Fig. 14), causing most part of one leg or thigh is unseen. These challenging data verify the effectiveness of our approach. Other challenges include shadow under the feet, the arm and the torso having the same color, various colors and styles of clothes, different shapes of the tracked people, and low quality of the image sequences. It is noted that the arm far from the camera in both sequences was lost for the severe occlusion by the torso.

As mentioned above, our dynamic model in Eq. (9), used to predict the human pose in each frame, has a linear
format but nonlinear essence. It may be questioned that what role it plays in our tracking approach. To answer it, we show some temporal curves of the predicted and refined joint angles in Fig. 15. It can be seen that the prediction curves dithers drastically (represented by thin lines) but roughly fitting the refinement curve. After refined by the kinematics-based algorithm, the temporal curves of the joint angles are smoothed (represented by thick lines). So we can conclude that our dynamic model can roughly predict the human pose and the kinematics-based approach can effectively reduce the prediction errors.

6.4. Gait recognition

As mentioned earlier, the intended purpose of model-based tracking of human walking is to acquire motion parameters of walking (e.g. joint angles and velocity) for gait recognition. Gait, the manner of walking, is a newly emergent biometric which offers the possibility to recognize people at a distance without any interaction from the subject. Accordingly, vision-based automatic gait recognition is so attractive as a method of human identification from a surveillance perspective. The growing interest in automatic gait recognition has led to a significant progress over the past few years. For instance, Lee and Grimson [37] divided the silhouette region into seven sub-regions that did not meant the accurate segmentation of arms or legs and then made use of the moment features of image regions to recognize individuals; Yam et al. [38] used the temporal template matching to extract the rotation angles of the thigh and lower leg for gait recognition; and Tanawongsuwan and Bobick [39] attached markers to joints to acquire motion trajectories and then used the dynamic features derived from the trajectories of lower-body joint angles such as the hip and the knee to recognize individuals. It is true that these methods utilized dynamic features of human walking, but the former two methods could not obtain motion data of high accuracy and the latter needs markers that often cannot meet the real application of gait recognition. So, in this paper we apply the model-based tracking to full-automatically acquire dynamic features of human gait for recognition.

Fig. 16 shows the temporal curves of thigh and knee angles corresponding to the sequences in Figs. 13 and 14 that are chosen as the dynamic features of individual gait for recognition. We have done some initial work on gait recognition on the SOTON and NLPR gait database using the dynamic features from the lower limbs. The Euclidean distance is used to measure the similarity of the features. For a small number of examples, we compute an unbiased estimate of the true recognition rate using a leave-one-out cross-validation method. That is, we leave one example out, train on the rest, and then classify or verify the omitted element according to its similarities with respect to the rest examples.

To measure the performance of gait recognition, we use the cumulative match characteristic (CMC) curve proposed in the face recognition community that indicates the probability that the correct match is included in the top n matches. For completeness, we also use the ROC curves to report verification results. Fig. 17 shows the performance of identification and verification using dynamic and static information, respectively. The recognition results using static features are detailed in our work [31]. It can be seen that the correct recognition rate and equal error rate (EER) using dynamic features are 87.5 and 8% that are better than the results (84 and 10%, respectively) using static features. So the dynamic features seem to contain richer information than the static features for gait recognition. In our most recent work [34], we tried the fusion of both dynamic and static features available from body biometrics for personal recognition and the achieved results are better than any single feature. The application of gait recognition also proves the usefulness of the proposed tracking algorithm.
6.5. Discussions and future work

Our kinematics-based approach has some advantages over the gradient-based search strategy [9,32]. Gradient-based optimization uses the gradient of the PEF to search the maximum or minimum, so the differentiability of the PEF is necessary. However, in complex problems like human body tracking in this paper, the PEF is rarely differentiable and various assumptions must be made to approximate the gradient. As the errors accumulate, the approximation may be offset by the noise in images and the gradient will fail to direct the search. In contrast, the increment $\Delta \theta$ in the kinematics-based approach can be easily computed from the image and has obvious physical meaning to pull the model projection to match the image data, although it is at the expense of a little higher computational cost. While compared with CONDENSATION [27,29], the kinematics-based approach requires
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Fig. 16. Temporal curve of joint angles. Top row: left thigh angles; bottom row: left knee angles. (a) and (b) correspond to the sequences in Figs. 13 and 14, respectively.

Fig. 17. Identification and verification performance.
much lower cost because a large sample set is needed for the former. Although the advantages, the proposed approach needs to be improved in the following aspects.

Walking direction: though sufficient for gait recognition, in which human usually walks parallel to the image plane by proper camera configuration, our approach is not appropriate for unconstrained movements. The chief reason is that the calculation and application of physical forces is based on the assumption that human walks parallel to the image plane. To remove this constraint, more powerful methods are needed, such as that in Refs. [5,11].

Motion model. In the tracking results, the arms far from the camera were completely lost. But the movements of two arms are generally symmetric in walking. So the pose of the occluded arm might be estimated according to the other arm using a motion model of walking. Also as prior knowledge, the motion model is powerful for prediction, representation and recognition of movements, especially when applied to periodical movements such as walking. In Ref. [12], temporal walking curve was represented by a 3-order B spline. A finite state machine was learnt to track the structured motion of ballet in Ref. [13]. Their effective results encourage us to focus on motion model in future work.

Texture model. Although region information was considered in our approach to measure matching error and to remove the ambiguities described in Section 4.2, a more powerful texture model is desirable to make the PEF more accurate.

In addition, the controlled experimental situation eliminates other considerations such as inconstant backgrounds, moving cameras and severe change of weather. To provide a general and really automatic approach to capturing human motion in unconstrained environments, much work remains to be done.

7. Conclusion

We have presented our work on the kinematics-based tracking of human walking parallel to the image plane in monocular image sequences based on the human body model composed of truncated cones and a sphere. This paper has three main contributions. Firstly, the PEF combining both boundary and region information derives the accuracy from the former and robustness from the latter. Secondly, according to the tree-like structure of human body model, we have designed a hierarchical search strategy to decompose the parameter space so that location of the human global position and estimation of each joint angle can be done separately. And the decomposition also reduces the search space. Thirdly, a kinematics-based algorithm has been proposed to recursively refine the joint angles. The experimental results on real sequences of both indoor and outdoor scenes have shown the effectiveness of our method.
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