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Abstract—We consider dual subgradient methods for solving (nonsmooth) convex constrained optimization problems. Our focus is on generating approximate primal solutions with performance guarantees and providing convergence rate analysis. We propose and analyze methods that use averaging schemes to generate approximate primal optimal solutions. We provide estimates on the convergence rate of the generated primal solutions in terms of both the amount of feasibility violation and bounds on the primal function values. The feasibility violation and primal value estimates are given per iteration, thus providing practical stopping criteria. We provide a numerical example that illustrates the performance of the subgradient methods with averaging in a network resource allocation problem.

I. INTRODUCTION

Lagrangian relaxation and duality have been effective tools for solving large-scale convex optimization problems and for systematically providing lower bounds on the optimal value of nonconvex (continuous and discrete) optimization problems. Subgradient methods have played a key role in this framework providing computationally efficient means to obtain near-optimal dual solutions and bounds on the optimal value of the primal optimization problem. Most remarkably, in networking applications, over the last few years, subgradient methods have been used with great success in developing decentralized cross-layer resource allocation mechanisms (see [10] and [22] for more on this subject).

The subgradient methods for solving dual problems have been extensively studied starting with Polyak [17] and Ermoliev [4]. Their convergence properties under various stepsize rules have been long established and can be found, for example, in [21], [18], [5], and [1]. Numerous extensions and implementations including parallel and incremental versions have been proposed and analyzed (see [7], [11], [12], [13]). Despite widespread use of the subgradient methods for solving dual (nondifferentiable) problems, there are limited results in the existing literature on the recovery of primal solutions and the convergence rate analysis in the primal space. In many network resource allocation problems, however, the main interest is in solving the primal problem. In this case, the question arises whether we can use the subgradient method in dual space and exploit the subgradient information to produce primal near-feasible and near-optimal solutions.

In this paper, we study generating approximate primal optimal solutions for general convex constrained optimization problems using dual subgradient methods. We consider a simple averaging scheme that constructs primal solutions by forming the running averages of the primal iterates generated when evaluating the subgradient of the dual function. We focus on methods that use a constant stepsize both in view of its simplicity and the potential to generate approximate solutions in a relatively small number of iterations.

We provide estimates on the convergence rate of the average primal sequences in terms of both the amount of feasibility violation and the primal objective function values. Our estimates depend on the norm of the generated dual iterates. Under the Slater condition, we show that the dual sequence is bounded and we provide an explicit bound on the norm of the dual iterates. Combining these results, we establish convergence rate estimates for the average primal sequence. Our estimates show that under the Slater condition, the amount of constraint violation goes to zero at the rate of $1/k$ with the number of subgradient iterations $k$. Moreover, the primal function values go to the optimal value within some error at the rate $1/k$. Our bounds explicitly highlight the dependence of the error terms on the constant stepsize and illustrate the tradeoffs between the solution accuracy and computational complexity in selecting the stepsize value.

Other than the papers cited above, our paper is also related to the literature on the recovery of primal solutions from subgradient methods (see for example [15], [21], [8], [20], [9], [6], [16], [19]). These works focus on the asymptotic behavior of the primal sequences, i.e., the convergence properties in the limit as the number of iterations increases to infinity. Since the focus is on the asymptotic behavior, the convergence analysis has been mostly limited to diminishing stepsize rules\(^1\). Moreover there is no convergence rate analysis on the generated primal sequences. In this paper, we focus on generating approximate primal solutions in finitely many iterations with convergence rate guarantees.

\(^1\)The exception is the paper [6] where a target-level based stepsize has been considered.
The paper is organized as follows: In Section II, we define the primal and dual problems, and provide an explicit bound on the level sets of the dual function under Slater condition. In Section III, we consider a subgradient method with a constant stepsize and study its properties under Slater. In Section IV, we introduce approximate primal solutions generated through averaging and provide bounds on their feasibility violation and primal cost values. Section V, we present a numerical example of network resource allocation that illustrates the performance of the dual subgradient method with averaging. Section VI contains our concluding remarks.

Regarding notation, we view a vector as a column vector, and we denote by $x'y$ the inner product of two vectors $x$ and $y$. We use $\|y\|$ to denote the standard Euclidean norm, $\|y\| = \sqrt{y'y}$. For a vector $u \in \mathbb{R}^m$, we write $u^+$ to denote the projection of $u$ on the nonnegative orthant in $\mathbb{R}^m$, i.e.,

$$u^+ = (\max\{0, u_1\}, \ldots, \max\{0, u_m\})'.$$

For a concave function $q : \mathbb{R}^m \to [-\infty, \infty]$, we say that a vector $s_\mu \in \mathbb{R}^m$ is a subgradient of $q(\mu)$ at a given vector $\bar{\mu} \in \text{dom}(q)$ if

$$q(\bar{\mu} + s_\mu - \bar{\mu}) \geq q(\bar{\mu}) \quad \text{for all } \mu \in \text{dom}(q),$$

where $\text{dom}(q) = \{\mu \in \mathbb{R}^m \mid q(\mu) > -\infty\}$. The set of all subgradients of $q$ at $\bar{\mu}$ is denoted by $\partial q(\bar{\mu})$.

II. PRIMAL AND DUAL PROBLEMS

We focus on the following constrained optimization problem:

$$\begin{align*}
\text{minimize} \quad & f(x) \\
\text{subject to} \quad & g(x) \leq 0, \quad x \in X,
\end{align*}$$

where $f : \mathbb{R}^n \to \mathbb{R}$ is a convex function, $g = (g_1, \ldots, g_m)'$ and each $g_j : \mathbb{R}^n \to \mathbb{R}$ is a convex function, and $X \subset \mathbb{R}^n$ is a nonempty closed convex set. We refer to this as the primal problem. We denote the primal optimal value by $f^*$, and throughout this paper, we assume that the value $f^*$ is finite.

To generate approximate solutions to the primal problem of Eq. (2), we consider approximate solutions to its dual problem. Here, the dual problem is the one arising from Lagrangian relaxation of the inequality constraints $g(x) \leq 0$, and it is given by

$$\begin{align*}
\text{maximize} \quad & q(\mu) \\
\text{subject to} \quad & \mu \geq 0, \quad \mu \in \mathbb{R}^m,
\end{align*}$$

where $q$ is the dual function defined by

$$q(\mu) = \inf_{x \in X} \{f(x) + \mu'g(x)\}.$$  

We often refer to a vector $\mu \in \mathbb{R}^m$ with $\mu \geq 0$ as a multiplier. We denote the dual optimal value by $q^*$ and the dual optimal set by $M^*$. We say that there is zero duality gap if the optimal values of the primal and the dual problems are equal, i.e., $f^* = q^*$.

We assume that the minimization problem associated with the evaluation of the dual function $q(\mu)$ has a solution for every $\mu \geq 0$. This is the case, for instance, when the set $X$ is compact (since $f$ and $g_j$'s are continuous due to being convex over $\mathbb{R}^n$). Furthermore, we assume that the minimization problem in Eq. (4) is simple enough so that it can be solved efficiently. For example, this is the case when the functions $f$ and $g_j$’s are affine or affine plus norm-square term [i.e., $c\|x\|^2 + ax + b$, and the set $X$ is the nonnegative orthant in $\mathbb{R}^n$. Many practical problems of interest, such as those arising in network resource allocation, often have this structure.

In our subsequent development, we consider subgradient methods as applied to the dual problem given by Eqs. (3) and (4). Due to the form of the dual function $q$, the subgradients of $q$ at a vector $\mu$ are related to the primal vectors $x_\mu$ attaining the minimum in Eq. (4). Specifically, the set $\partial q(\mu)$ of subgradients of $q$ at a given $\mu \geq 0$ is given by

$$\partial q(\mu) = \text{conv} \{\{g(x_\mu) \mid x_\mu \in X(\mu)\}\},$$

where $X(\mu) = \{x_\mu \in X \mid q(\mu) = f(x_\mu) + \mu'g(x_\mu)\}$, and $\text{conv}(Y)$ denotes the convex hull of a set $Y$. In the following, we omit some of the proofs due to space constraints and refer the interested reader to the longer version of our paper [14].

A. Slater Condition and Boundedness of the Multiplier Sets

In this section, we consider sets of the form $\{\mu \geq 0 \mid q(\mu) \geq q(\bar{\mu})\}$ for a fixed $\bar{\mu} \geq 0$, which are obtained by intersecting the nonnegative orthant in $\mathbb{R}^m$ and (upper) level sets of the concave dual function $q$. We show that these sets are bounded when the primal problem satisfies the standard Slater constraint qualification, formally given in the following.

**Assumption 1:** (Slater Condition) There exists a vector $\bar{x} \in \mathbb{R}^n$ such that

$$g_j(\bar{x}) < 0 \quad \text{for all } j = 1, \ldots, m.$$

We refer to a vector $\bar{x}$ satisfying the Slater condition as a Slater vector.

Under the assumption that $f^*$ is finite, it is well-known that the Slater condition is sufficient for a zero duality gap as well as for the existence of a dual optimal solution (see e.g. [1]). Furthermore, the dual optimal set is bounded (see [5]). This property of the dual optimal set under the Slater condition, has been observed and used as early as in Uzawa’s analysis of Arrow-Hurwicz gradient method in [23]. Interestingly, most work on subgradient methods has not made use of this powerful result, which is a key in our analysis.

The following proposition extends the result on the optimal dual set boundedness under the Slater condition. In particular, it shows that the Slater condition also guarantees the boundedness of the (level) sets $\{\mu \geq 0 \mid q(\mu) \geq q(\bar{\mu})\}$.

**Lemma 1:** Let the Slater condition hold [Assumption 1]. Let $\bar{\mu} \geq 0$ be a vector such that the set $Q_{\bar{\mu}} = \{\mu \geq 0 \mid q(\mu) \geq q(\bar{\mu})\}$ is nonempty. Then, the set $Q_{\bar{\mu}}$ is bounded and, in particular, we have

$$\max_{\mu \in Q_{\bar{\mu}}} \|\mu\| \leq \frac{1}{\gamma} (f(\bar{x}) - q(\bar{\mu})),$$

where $\gamma = \min_{1 \leq j \leq m} \{ -g_j(\bar{x}) \}$ and $\bar{x}$ is a Slater vector.
It follows from the preceding Lemma that under the Slater condition, the dual optimal set $M^*$ is nonempty. In particular, by noting that $M^* \{ \mu \geq 0 \mid q(\mu) \geq q^* \}$ and by using Lemma 1, we see that

$$\max_{\mu \in M^*} \| \mu^* \| \leq \frac{1}{\gamma} (f(\bar{x}) - q^*), \quad (6)$$

with $\gamma = \min_{1 \leq j \leq m} \{-g_j(\bar{x})\}$.

In practice, the dual optimal value $q^*$ is not readily available. However, having a dual function value $q(\mu)$ for some $\mu \geq 0$, we can still provide a bound on the norm of the dual optimal solutions. Furthermore, given any multiplier sequence $\{\mu_k\}$, we can use the relation $q^* \geq \max_{0 \leq i \leq k} q(\mu_i)$ to generate a sequence of (possibly improving) upper bounds on the dual optimal solution norms $\| \mu^* \|$. In the following, we use these bounds to provide error estimates for our approximate solutions.

### III. Subgradient Method

To solve the dual problem, we consider the classical subgradient algorithm with a constant stepsize:

$$\mu_{k+1} = [\mu_k + \alpha g_k]^+ \quad \text{for } k = 0, 1, \ldots, \quad (7)$$

where the vector $\mu_0 \geq 0$ is an initial iterate and the scalar $\alpha > 0$ is a stepsize. The vector $g_k$ is a subgradient of $q$ at $\mu_k$ given by

$$g_k = g(x_k), \quad x_k \in \arg\min_{x \in X} \{f(x) + \mu_k' g(x) \} \quad \text{for } k \geq 0 \quad (8)$$

[see Eq. (5)].

One may consider other stepsize rules for the subgradient method. Our choice of the constant stepsize is primarily motivated by its practical importance and in particular, because in practice the stepsize typically stays bounded away from zero. Furthermore, the convergence rate estimates for this stepsize can be explicitly written in terms of the problem parameters that are often available. Also, when implementing a subgradient method with a constant stepsize rule, the stepsize length $\alpha$ is the only parameter that a user has to select, which is often preferred to more complex stepsize choices involving several stepsize parameters without a good guidance on their selection.

### A. Basic Relations

In this section, we establish some basic relations that hold for a sequence $\{\mu_k\}$ obtained by the subgradient algorithm of Eq. (7). These properties are important in our construction of approximate primal solutions, and in particular, in our analysis of the error estimates of these solutions.

We start with a lemma providing some basic relations that hold under minimal assumptions. The relations given in this lemma have been known and used in various ways to analyze subgradient approaches (see [21], [18], [3], [2], [11], [12]).

**Lemma 2:** (Basic Iterate Relation) Let the sequence $\{\mu_k\}$ be generated by the subgradient algorithm of Eq. (7). We then have:

(a) For any $\mu \geq 0$ and all $k \geq 0$,

$$\| \mu_{k+1} - \mu \|^2 \leq \| \mu_k - \mu \|^2 - 2\alpha (q(\mu) - q(\mu_k)) + \alpha^2 \| g_k \|^2.$$  

(b) When the optimal solution set $M^*$ is nonempty, for all $k \geq 0$, there holds

$$\text{dist}^2(\mu_{k+1}, M^*) \leq \text{dist}^2(\mu_k, M^*) - 2\alpha (q^* - q(\mu_k)) + \alpha^2 \| g_k \|^2,$$

where $\text{dist}(y, Y)$ denotes the Euclidean distance from a vector $y$ to a set $Y$.

### B. Bounded Multipliers

Here, we show that the multiplier sequence $\{\mu_k\}$ produced by the subgradient algorithm is bounded under the Slater condition and the bounded subgradient assumption. We formally state the latter requirement in the following.

**Assumption 2:** (Bounded Subgradients) The subgradient sequence $\{g_k\}$ is bounded, i.e., there exists a scalar $L > 0$ such that

$$\| g_k \| \leq L \quad \text{for all } k \geq 0.$$

This assumption is satisfied, for example, when the primal constraint set $X$ is compact. In this case, due to the convexity of the constraint functions $g_j$ over $\mathbb{R}^n$, each $g_j$ is continuous over $\mathbb{R}^n$. Thus, $\sup_{x \in X} \| g(x) \|$ is finite and provides an upper bound on the norms of the subgradients $g_k$, and hence, we can let

$$L = \max_{x \in X} \| g(x) \| \quad \text{or} \quad L = \max_{1 \leq j \leq m} \sup_{x \in X} |g_j(x)|.$$

In the following lemma, we establish the boundedness of the multiplier sequence. In this, we use the boundedness of the dual sets $\{ \mu \geq 0 \mid q(\mu) \geq q(\bar{\mu}) \}$ [cf. Lemma 1] and the basic relation for the sequence $\{\mu_k\}$ of Lemma 2(a).

**Lemma 3:** (Bounded Multipliers) Let the multiplier sequence $\{\mu_k\}$ be generated by the subgradient algorithm of Eq. (7). Also, let the Slater condition and the bounded subgradient assumption hold [Assumptions 1 and 2]. Then, the sequence $\{\mu_k\}$ is bounded and, in particular, we have

$$\| \mu_k \| \leq \frac{2}{\gamma} (f(\bar{x}) - q^*) \quad + \max \left\{ \| \mu_0 \|, \frac{1}{\gamma} (f(\bar{x}) - q^*) + \frac{\alpha L^2}{2\gamma} + \alpha L \right\},$$

where $\gamma = \min_{1 \leq j \leq m} \{-g_j(\bar{x})\}$, $L$ is the subgradient norm bound of Assumption 2, $\bar{x}$ is a Slater vector, and $\alpha > 0$ is the stepsize.

The bound of Lemma 3 depends explicitly on the dual optimal value $q^*$. In practice, the value $q^*$ is not readily available. However, since $q^* \geq q(\mu_0)$, we can replace $q^*$ with $q(\mu_0)$ in the bound of Lemma 3. Note that this bound depends on the algorithm parameters and problem data, i.e., it only involves the initial iterate $\mu_0$ of the subgradient method, the stepsize $\alpha$, the vector $\bar{x}$ satisfying the Slater condition, and the subgradient norm bound $L$. In some practical applications, such as those in network optimization, such data is readily available. One may think of optimizing this bound with respect to the Slater vector $\bar{x}$. This might be an interesting and challenging problem on its own. However, this is outside the scope of our paper.
IV. APPROXIMATE PRIMAL SOLUTIONS

In this section, we provide approximate primal solutions by considering the running averages of the primal sequence \( \{x_k\} \) generated as a by-product of the subgradient method [cf. Eq. (8)]. Intuitively, one would expect that, by averaging, the primal cost and the amount of constraint violation of primal infeasible vectors can be reduced due to the convexity of the cost and the constraint functions. It turns out that the benefits of averaging are far more reaching than merely cost and infeasibility reduction. We show here that under the Slater condition, we can also provide upper bounds for the number of subgradient iterations needed to generate a primal solution within a given level of constraint violation. We also derive upper and lower bounds on the gap from the optimal primal value. These bounds depend on some prior information such as a Slater vector and a bound on subgradient norms.

We now introduce the notation that we use in our averaging scheme throughout the rest of the paper. We consider the multiplier sequence \( \{\mu_k\} \) generated by the subgradient algorithm of Eq. (7), and the corresponding sequence of primal vectors \( \{x_k\} \subset X \) that provide the subgradients \( g_k \) in the algorithm of Eq. (7) [i.e., \( x_k \) as given by Eq. (8)]. We define \( \hat{x}_k \) as the average of the vectors \( x_0, \ldots, x_{k-1} \), i.e.,

\[
\hat{x}_k = \frac{1}{k} \sum_{i=0}^{k-1} x_i \quad \text{for all } k \geq 1.
\]

The average vectors \( \hat{x}_k \) lie in the set \( X \) because \( x_i \in X \) for all \( i \) and the set \( X \) is convex. However, these vectors need not satisfy the primal inequality constraints \( g_j(x) \leq 0 \), \( j = 0, \ldots, m \), and therefore, they can be primal infeasible.

A. Basic Properties of the Averaged Primal Sequence

In this section, we provide upper and lower bounds on the primal cost of the running averages \( \hat{x}_k \). We also provide an upper and a lower bound on the amount of feasibility violation of these vectors. These bounds are given per iteration, as seen in the following.

Proposition 1: Let the multiplier sequence \( \{\mu_k\} \) be generated by the subgradient method of Eq. (7). Let the vectors \( \hat{x}_k \) for \( k \geq 1 \) be the averages given by Eq. (9). Then, for any \( k \geq 1 \), the following hold at the vector \( \hat{x}_k \):

(a) An upper bound on the amount of constraint violation given by

\[
\|g(\hat{x}_k)\| \leq \frac{\|\mu_k\|}{k\alpha}.
\]

(b) An upper bound on the primal cost given by

\[
f(\hat{x}_k) \leq q^* + \frac{\|\mu_0\|}{2k\alpha} + \frac{\alpha}{2k} \sum_{i=0}^{k-1} \|g(x_i)\|^2.
\]

(c) A lower bound on the primal cost given by

\[
f(\hat{x}_k) \geq q^* - \|\mu^*\| \|g(\hat{x}_k)\|,
\]

where \( \mu^* \) is a dual optimal solution.

Proof: (a) By using the definition of the iterate \( \mu_{k+1} \) in Eq. (7), we obtain

\[
\mu_k + \alpha g_k \leq [\mu_k + \alpha g_k]^+ = \mu_{k+1} \quad \text{for all } k \geq 0.
\]

Since \( g_k = g(x_k) \) with \( x_k \in X \), it follows that

\[
\alpha g(x_k) \leq \mu_{k+1} - \mu_k \quad \text{for all } k \geq 0.
\]

Therefore,

\[
\sum_{i=0}^{k-1} \alpha g(x_i) \leq \mu_k - \mu_0 \leq \mu_k \quad \text{for all } k \geq 1,
\]

where the last inequality in the preceding relation follows from \( \mu_0 \geq 0 \). Since \( x_k \in X \) for all \( k \), by the convexity of \( X \), we have \( \hat{x}_k \in X \) for all \( k \). Hence, by the convexity of each of the functions \( g_j \), it follows that for all \( k \geq 1 \),

\[
g(\hat{x}_k) \leq \frac{1}{k} \sum_{i=0}^{k-1} g(x_i) = \frac{1}{k\alpha} \sum_{i=0}^{k-1} \alpha g(x_i) \leq \frac{\mu_k}{k\alpha}.
\]

Because \( \mu_k \geq 0 \) for all \( k \), we have \( g(\hat{x}_k)^+ \leq \mu_k/(k\alpha) \) for all \( k \geq 1 \) and, therefore,

\[
\|g(\hat{x}_k)^+\| \leq \frac{\|\mu_k\|}{k\alpha} \quad \text{for all } k \geq 1.
\]

(b) By the convexity of the primal cost \( f(x) \) and the definition of \( \hat{x}_k \) as a minimizer of the Lagrangian function \( f(x) + \mu_k^* g(x) \) over \( x \in X \) [cf. Eq. (8)], we have

\[
f(\hat{x}_k) \leq \frac{1}{k} \sum_{i=0}^{k-1} f(x_i) = \frac{1}{k} \sum_{i=0}^{k-1} \left( f(x_i) + \mu_i^* g(x_i) \right) - \frac{1}{k} \sum_{i=0}^{k-1} \mu_i g(x_i).
\]

Since \( g(\mu_i) = f(x_i) + \mu_i^* g(x_i) \) and \( q(\mu_i) \leq q^* \) for all \( i \), it follows that for all \( k \geq 1 \),

\[
f(\hat{x}_k) \leq \frac{1}{k} \sum_{i=0}^{k-1} q(\mu_i) - \frac{1}{k} \sum_{i=0}^{k-1} \mu_i^* g(x_i) \leq q^* - \frac{1}{k} \sum_{i=0}^{k-1} \mu_i^* g(x_i). \tag{10}
\]

From the definition of the algorithm in Eq. (7), by using the nonexpansive property of the projection, and the facts \( 0 \in \{\mu \in \mathbb{R}^m \mid \mu \geq 0 \} \) and \( g_i = g(x_i) \), we obtain

\[
\|\mu_i+1\|^2 \leq \|\mu_i\|^2 + 2\alpha \mu_i^* g(x_i) + 2\alpha^2 \|g(x_i)\|^2 \quad \text{for all } i \geq 0,
\]

implying that

\[
-\mu_i^* g(x_i) \leq \frac{\|\mu_i\|^2 - \|\mu_{i+1}\|^2 + \alpha^2 \|g(x_i)\|^2}{2\alpha} \quad \text{for all } i \geq 0.
\]

By summing over \( i = 0, \ldots, k - 1 \) for \( k \geq 1 \), we have

\[
-1 \sum_{i=0}^{k-1} \mu_i^* g(x_i) \leq \frac{\|\mu_0\|^2 - \|\mu_k\|^2}{2k\alpha} + \frac{\alpha}{2k} \sum_{i=0}^{k-1} \|g(x_i)\|^2.
\]

Combining the preceding relation and Eq. (10), we further have for all \( k \geq 1 \),

\[
f(\hat{x}_k) \leq q^* + \frac{\|\mu_0\|^2 - \|\mu_k\|^2}{2k\alpha} + \frac{\alpha}{2k} \sum_{i=0}^{k-1} \|g(x_i)\|^2,
\]

implying the desired estimate.
Given a dual optimal solution $\mu^*$, we have
\[
    f(\hat{x}_k) = f(\hat{x}_k) + (\mu^*)^T g(\hat{x}_k) - (\mu^*)^T g(\hat{x}_k) \\
    \geq q(\mu^*) - (\mu^*)^T g(\hat{x}_k).
\]
Because $\mu^* \geq 0$ and $g(\hat{x}_k)^+ \geq g(\hat{x}_k)$, we further have
- $(\mu^*)^T g(\hat{x}_k) \geq - (\mu^*)^T g(\hat{x}_k)^+ \geq -\|\mu^*\|\|g(\hat{x}_k)^+\|$.  
From the preceding two relations and the fact $q(\mu^*) = q^*$ it follows that
\[
    f(\hat{x}_k) \geq q^* - \|\mu^*\|\|g(\hat{x}_k)^+\|.
\]

An immediate consequence of Proposition 1(a) is that the maximum violation $\|g(\hat{x}_k)^+\|_{\infty}$ of constraints $g_j(x)$, $j = 1, \ldots, m$, at $x = \hat{x}_k$ is bounded by the same bound. In particular, we have
\[
    \max_{1 \leq j \leq m} g_j(\hat{x}_k)^+ \leq \frac{\|\mu_k\|}{k\alpha} \quad \text{for all} \ k \geq 1.
\]
which follows from the proposition in view of the relation $\|y\|_{\infty} \leq \|y\|$ for any $y$.
We note that the results of Proposition 1 in parts (a) and (c) show how the amount of feasibility violation $\|g(\hat{x}_k)^+\|$ affects the lower estimate of $f(\hat{x}_k)$. Furthermore, we note that the results of Proposition 1 indicate that the bounds on the feasibility violation and the primal value $f(\hat{x}_k)$ are readily available provided that we have bounds on the multiplier norms $\|\mu_k\|$, optimal solution norms $\|\mu^*\|$, and subgradient norms $\|g(x_k)\|$. This is precisely what we use in the next section to establish our estimates.

### B. Properties of the Averaged Primal Sequence under Slater
Here, we strengthen the relations of Proposition 1 under the Slater condition and the subgradient boundedness. Our main result is given in the following proposition.

**Proposition 2:** Let the sequence $\{\mu_k\}$ be generated by the subgradient algorithm (7). Let the Slater condition and the bounded subgradient assumption hold [Assumptions 1 and 2]. Also, let
\[
    B^{*} = \frac{2}{\gamma} (f(\bar{x}) - q^*) + \max_{1 \leq j \leq m} g_j(\bar{x}) \sqrt{1 - \frac{\gamma L}{2}},
\]
where $\gamma = \min_{1 \leq j \leq m} \{g_j(\bar{x})\}$, $\bar{x}$ is a Slater vector, and $L$ is the subgradient norm bound. Let the vectors $\bar{x}_k$ for $k \geq 1$ be the averages given by Eq. (9). Then, the following hold at the vector $\bar{x}_k$ for all $k \geq 1$:

(a) An upper bound on the amount of constraint violation given by
\[
    \|g(\bar{x}_k)^+\| \leq \frac{B^*}{k\alpha}.
\]

(b) An upper bound on the primal cost given by
\[
    f(\bar{x}_k) \leq f^* + \frac{\|\mu_k\|^2}{2k\alpha} + \frac{\alpha L^2}{2}.
\]

(c) A lower bound on the primal cost given by
\[
    f(\hat{x}_k) \geq f^* - \frac{1}{\gamma} [f(\bar{x}) - q^*] \|g(\bar{x}_k)^+\|.
\]

As indicated in Proposition 2(a), the amount of feasibility violation $\|g(\bar{x}_k)^+\|$ of the vector $\bar{x}_k$ diminishes to zero at the rate $1/k$ as the number of subgradient iterations $k$ increases. By combining the results in (a)-(c), we see that the function values $f(\bar{x}_k)$ converge to $f^*$ within error level $\alpha L^2/2$ with the same rate of $1/k$ as $k \to \infty$.

Let us note that a more practical bound than the bound $B^*$ of Proposition 2 can be obtained by using $\max_{0 \leq i \leq k} q(\mu_i)$ as an approximation of the dual optimal value $q^*$. These bounds can be used for developing practical stopping criteria for the subgradient algorithm with primal averaging. In particular, a user may specify a maximum tolerable infeasibility and/or a desired level of primal optimal accuracy. These specifications combined with the above estimates can be used to choose the stepsize value $\alpha$, and to analyze the trade-off between the desired accuracy and the associated computational complexity (in terms of the number of subgradient iterations).

### V. Numerical Example
In this section, we study a numerical example to illustrate the performance of the proposed subgradient method with primal averaging for a network resource allocation problem. Consider the network illustrated in Figure 1 with 2 serial links and 3 users each sending data at a rate $x_i$ for $i = 1, 2, 3$. Link 1 has a capacity $c_1 = 1$ and link 2 has a capacity $c_2 = 2$. Assume that each user has an identical concave utility function $u_i(x_i) = \sqrt{x_i}$, which represents the utility gained from sending rate $x_i$. We consider allocating rates among the users as the optimal solution of the problem
\[
    \max \sum_{i=1}^{3} \sqrt{x_i} \\
    \text{subject to} \quad x_1 + x_2 \leq 1, \quad x_1 + x_3 \leq 2, \quad x_i \geq 0, \quad i = 1, 2, 3.
\]

The optimal solution of this problem is $x^* = [0.2686, 0.7314, 1.7314]$ and the optimal value is $f^* \approx 2.7$. We consider solving this problem using the dual subgradient method of Eq. (7) (with a constant stepsize $\alpha = 1$) combined with the primal averaging. In particular, when evaluating the subgradients of the dual function in Eq. (8), we obtain the primal sequence $\{x_k\}$. We generate the sequence $\{\hat{x}_k\}$ as the running average of the primal sequence [cf. Eq. (9)].

Figure 2 illustrates the behavior of the sequences $\{x_{ik}\}$ and $\{\hat{x}_{ik}\}$ for each user $i = 1, 2, 3$. As seen in this figure, for each user $i$, the sequences $\{\hat{x}_{ik}\}$ exhibit oscillations whereas the average sequences $\{\hat{x}_k\}$ converge smoothly to near-optimal solutions within 60 subgradient iterations.

Figure 3 illustrates the results for constraint violation and primal objective value for the sequences $\{x_k\}$ and $\{\hat{x}_k\}$. The plot to the left in Figure 3 shows the convergence behavior of the constraint violation $\|g(x_k)^+\|$ for the two sequences, i.e., $\|g(x_k)^+\|$ and $\|g(\hat{x}_k)^+\|$. Note that the constraint violation for the sequence $\{x_k\}$ oscillates within a large range while the constraint violation for the average
behavior as applied to a rate allocation problem.
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Fig. 1. A simple network with two links of capacities $c_1 = 1$ and $c_2 = 2$, and three users, each sending data at a rate $x_i$.

Fig. 2. The convergence behavior of the primal sequence $\{x_k\}$ (on the left) and $\{\hat{x}_k\}$ (on the right).

sequence $\{\hat{x}_k\}$ rapidly converges to 0. The plot to the right in Figure 3 shows a similar convergence behavior for the primal objective function values $f(x)$ along the sequences $\{x_k\}$ and $\{\hat{x}_k\}$.

VI. CONCLUSIONS

In this paper, we studied generating approximate primal solutions using dual subgradient method. The algorithm uses projected subgradient iterations to generate a dual sequence and an averaging scheme to produce approximate primal vectors. We have provided bounds on the amount of constraint violation at approximate primal solutions, as well as bounds on the primal function values. The subgradient algorithm produces primal vectors whose infeasibility diminishes to zero and whose function value converges to the primal optimal value within an error at a rate $1/k$ in the number of subgradient iterations $k$. We also illustrate the algorithm’s behavior as applied to a rate allocation problem.

Fig. 3. The figure on the left shows the convergence behavior of the constraint violation for the two primal sequences, $\{x_k\}$ and $\{\hat{x}_k\}$. Similarly, the figure on the right shows the convergence of the corresponding primal objective function values.