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**ABSTRACT:** This talk will overview some of our recent work in SPMI (Speech Processing and Machine Intelligence) lab, Tsinghua University, under the thread of probabilistic modeling of speech. Most speech processing tasks (e.g. pitch estimation, speech recognition, source separation and so on) require a probabilistic model of speech. The more scientific the model is, the better we can do for speech processing.

1. In our ICASSP-2007 paper, we studied the Bayesian HMM modeling of speech, treating the concatenation of all the Gaussian means in a HMM as a random supervector. The idea of estimating utterance eigenvoices and performing (unsupervised) utterance adaptation is found to be useful.
2. In our ICASSP-2010 paper, we proposed variational nonparametric Bayesian Hidden Markov Model, and demonstrated its ability in discovering the structure of HMM's hidden state space for speech recognition.
3. In our ICASSP-2011 paper, we studied the NMF modeling of voice in song, and built a monaural voice and accompaniment separation system.
4. These pieces of previous work enlighten us to propose PAT (Probabilistic Acoustic Tube) model of speech in AISTATS-2012, ICASSP-2014, which becomes one of our main research topics. PAT is based on the fundamental physics of speech production, incorporating mixed excitation, glottal wave and phase modeling. We demonstrate the capability of PAT for a number of speech analysis/synthesis tasks, such as pitch tracking under both clean and additive noise conditions, speech synthesis, and phoneme clustering. One of the reviewers comments "to my knowledge the most complete attempt on developing a true generative model for speech."
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